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Themain objective of Personalized Tour Recommendation (PTR) is to generate a sequence of point-of-interest

(POIs) for a particular tourist, according to the user-specific constraints such as duration time, start and end

points, the number of attractions planned to visit, and so on. Previous PTR solutions are based on either

heuristics for solving the orienteering problem to maximize a global reward with a specified budget or ap-

proaches attempting to learn user visiting preferences and transition patterns with the stochastic process

or recurrent neural networks. However, existing learning methodologies rely on historical trips to train the

model and use the next visited POI as the supervised signal, which may not fully capture the coherence of

preferences and thus recommend similar trips to different users, primarily due to the data sparsity problem

and long-tailed distribution of POI popularity. This work presents a novel tour recommendation model by dis-

tilling knowledge and supervision signals from the trips in a self-supervised manner. We propose Contrastive

Trajectory Learning for Tour Recommendation (CTLTR), which utilizes the intrinsic POI dependencies and

traveling intent to discover extra knowledge and augments the sparse data via pre-training auxiliary self-

supervised objectives. CTLTR provides a principled way to characterize the inherent data correlations while

tackling the implicit feedback and weak supervision problems by learning robust representations applicable

for tour planning. We introduce a hierarchical recurrent encoder-decoder to identify tourists’ intentions and

use the contrastive loss to discover subsequence semantics and their sequential patterns through maximiz-

ing the mutual information. Additionally, we observe that a data augmentation step as the preliminary of

contrastive learning can solve the overfitting issue resulting from data sparsity. We conduct extensive experi-

ments on a range of real-world datasets and demonstrate that our model can significantly improve the recom-

mendation performance over the state-of-the-art baselines in terms of both recommendation accuracy and

visiting orders.
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1 INTRODUCTION

The rapid development of the mobile Internet and the increased popularity of GPS-enabled de-
vices enabled the generation of vast geo-tagged data from users of location-based social networks
(e.g., Foursquare, Flickr, WeChat, Instagram, and Yelp) [1, 62]. The digital footprints left by users
provided the opportunity of exploring human mobility patterns for a variety of downstream ap-
plications, spanning from next check-in prediction [14] and spatial crowdsourcing [10, 49] to next
location recommendation [44, 62] and travel time estimation [32].

Tour recommendation (a.k.a. trip, travel, or itinerary planning) aims to generate a sequence of
point-of-interests (POIs) for a particular user, given the user-specific constraints, e.g., duration
time, starting and ending points, and the number of visiting places. This type of functionality is of
great importance for people visiting unfamiliar cities andmay facilitate other services such as intel-
ligent map navigation and ride-sharing optimization. In the last decade, tour recommendation has
received considerable attention from both industry [4, 26] and academia [5, 17, 24, 33, 35, 65]. How-
ever, planning reasonable and user-accommodating itineraries at individual level is a non-trivial
task, primarily because of the different interests and trip-budgets of different tourists. Examples
include: spatial distance constraints [5], the attractiveness of POIs [26], duration time [35], com-
bining the distance-limits with diversity of POIs [46], and even incorporating the queuing time in
attractions [33].

Existing studies in tour recommendation can be classified into two main categories: (1) solving
the optimization problem given the trip budget and semantic information [3, 16, 20, 33, 35, 46];
and (2) learning the visiting preferences of tourists [4, 5, 8, 17, 38, 53, 61, 65]. Traditionally, tour
recommendation approaches plan trips by maximizing the user demands through solving the Ori-
enteering Problem (OP) [22], which is originated from the sport of navigation that requires
participants to visit all control points as fast as possible. For example, modeling the constraints of
POI categories and visiting order of tourists and solve the OP problem using a dynamic program-
ming approach is presented in Reference [20]. CLIP [3] clusters POIs using a bottom-up approach
and recommends a subset of POIs from each cluster through maximizing the obtained utility score.
Later OP-based tour recommender systems such as TripBuilder [4], DAR-tree [46], PersTour [35],
and PersQ [33] consider additional trip constraints, including POI popularity and coverage, seman-
tic diversity, visit duration time, user demographics, queuing time, and so on. While maximizing
the planned itinerary reward, these approaches cannot be scaled to larger datasets as OP is an
NP-hard problem, and the computational cost of the exact solution increases exponentially with
the number of candidate POIs. Besides, these methods do not explicitly consider users’ interest in
attractions and visiting patterns, thereby providing a low degree of personalization for individual
tourists.
As massive traces become available from social media and ubiquitous location tracking devices,

researchers begin to use data-driven approaches for personalized tour recommendations. Com-
bining the information about locations, POI categories, and historical trajectories were used in
Reference [5] to plan the tour based on POI ranking and transition patterns, modeling the sequen-
tial dependencies between POIs with classical Markov chain (MC). Recent advances in neural
networks have inspired several deep learning models for tour recommendation [11, 17, 24, 65]. For
example, TRED [65] models the temporal and sequential patterns of user trips using recurrent
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neural networks (RNN) and distinguishes the dependencies among attractions with the atten-
tion mechanism. It trains an end-to-end model to recommend tours given the starting and ending
points, as well as the number of visiting POIs. DeepTrip [17] is an adversarial learning-based tour
recommender system that regularizes user trajectories’ latent space and generalizes users’ com-
plex visiting preference for improving tour planning performance. In addition to the capability
to extract mobility patterns from vast amounts of trips, the deep tour recommendation methods
exclude the effort of hand-crafted feature engineering.
Despite the promising results enabled by the recent approaches, there remain three key chal-

lenges in planning satisfactory tours: (1) Sequential models such as MC and RNN rely on the next
POI/trip prediction loss to train the model or learn trajectory representations [5, 17, 65], which
is prone to overfitting problem, especially when the trajectory data are sparse. This may happen
due to the overemphasis of final output results in the underlying sequential models that take a
whole trip as input, which may not fully explore the rich contexts and transition patterns inher-
ent in the trips. (2) Previous models are either trained with a single objective function (e.g., the
cross-entropy loss) [5] or enhanced by auxiliary data representation methods such as POI embed-
ding [11], trip reconstruction [65], and adversarial latent space learning [17]. Nevertheless, these
approaches usually fail to capture long-term dependencies between POIs that reflect users’ real
visiting interest due to the limitations of underlying sequential models, e.g., MC’s memoryless
property and gradient vanishing issue in RNNs. The myopic problem not only hinders learning
meaningful motion transition patterns but also prevents the model from recommending diverse
trips. (3) Existing methods are vulnerable to unsatisfied visits as there is usually no explicit feed-
back (e.g., ratings) over the visited POIs in the training data. Consequently, the model may not
distinguish the confounding bias if merely trained by the sparse user trajectories.
To address the above issues, we propose a novel tour recommendation method Contrastive

Trajectory Learning for Tour Recommendation (CTLTR), which is inspired by the recent
positive impacts of self-supervised learning (SSL) in computer vision (CV) [7, 25, 30, 48]
and natural language processing (NLP) [13, 40, 51], showing a comparable performance as
supervised approaches in a range of image recognition and NLP tasks [36]. CTLTR is a deep neural
network based recommendationmodel, leveraging RNN as the basic building block but introducing
complementary training objectives to improve the model performance. Specifically, CTLTR splits
each trajectory into multiple subsequences in a recursive manner, which preserves the coherent
motion patterns and significantly augments the trajectory training data. In this way, the model is
encouraged to address the overfitting problem with more data while sustaining intrinsic in-trip
contexts and transitions instead of solely relying on the final layer of RNNs. Besides, it enables
overcoming the long-term dependency obstacles and eliminating the requirement of extra training
data or labels. Moreover, we distill supervision signals from the tour data itself and enhance the
data representation through mutual information estimation and maximization. Our method can
discriminate the (augmented) trajectories from the same tour against others using the contrastive
loss. We propose a new auxiliary training objective to enhance the recommendation accuracy
and enrich trip representations for generating diverse tours through additional signals from self-
supervision. Meanwhile, our model is more robust to noisy implicit feedback due to the augmented
data and auxiliary training objectives that could mitigate the impact of confounding factors such
as incidental or unwilling visits. The contributions of this article are threefold:

• We propose a generic and effective data-driven tour recommendation model CTLTR that
captures semantic sub-trajectories and corresponding sequential patterns in an end-to-end
manner. Our model is general and can be easily generalized to various mobility learning
tasks.
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• We introduce a concise trip data augmentation method, which is crucial in defining con-
trastive loss between positive and negative training samples, enabling us to overcome fun-
damental problems in previous tour recommendation approaches such as overfitting, robust-
ness, and data sparsity.
• We present a mutual information-based self-supervised pre-training diagram to better cap-
ture tourists’ transition patterns and interest preferences. To our knowledge, we are the first
to employ SSL to explore humanmobility patterns and generate high-quality representations
to enhance the pure sequential methods.

In addition, we conducted comprehensive evaluations on several real-world tour recommendation
datasets. The experimental results demonstrate that our model achieves significant improvements
in terms of both tour planning accuracy and order of visits; specifically, CTLTR improves the F1
and pairs-F1 scores up to 6.7% and 9.8%, respectively, compared to the state-of-the-art baseline
approaches.
The remainder of this article is organized as follows. In Section 2, we review the state-of-the-art

models for personalized tour recommendation. In Section 3, we introduce necessary preliminaries
and background information regarding mutual information and contrastive learning. We present
the details of our proposed CTLTR model as well as how we utilize trajectory data augmentation
and conduct model pre-training and fine-tuning in Section 4. We experimentally evaluate the ben-
efits of CTLTR and show the results in Section 5. Finally, Section 6 concludes this article and points
directions for future work.

2 RELATEDWORK

We now review the related studies from two global perspectives and position our contribution in
that context.

2.1 Tour Recommendation

Tour recommendation (TR) refers to customizing trajectory plans for users, generally includ-
ing starting location, destination(s), and the number of places to visit—typically accompanied by
other constraints such as specified times, budget, transportation means, and so on. Devising better
itineraries catering to certain criteria/constraints for users is of interest in both offline and online
mode, and in both personal settings as well as travel agencies planning and has received increased
attention in the research community [34]. In addition, it is an integral component in other problem
domains, such as spatial crowdsourcing [49], information diffusion in social networks [66], traf-
fic forecasting [67, 68], and various mobility-related urban modeling tasks (e.g., routing delivery
vehicles) [9].

Traditional tour recommendation algorithms [3, 4, 12, 16, 18, 20, 33, 35, 50, 59] are developed
to solve the OP—a specialized instance of the traveling salesman problem—and its more complex
variants [22]. The main objective is to plan an itinerary that maximizes a global reward under
the given budget, e.g., cost, travel and duration time, and so on. Due to the NP-hardness of the
complexity of OP, previous TR models seek efficient approximation to the optimal solution. For
example, Reference [12] presents a construction of a POI graph based on the extracted users’ photos
from Flickr and plans the itineraries constrained by time and destinations using a recursive greedy
algorithm. Different categories of venues and the order of user visits have been considered in
Reference [20] when planning the trip, while POI popularity and topics have also been used for
maximizing the profit of an itinerary in the TripBuilder [4].
However, these planning-based methods usually ignore user-specific preferences, which leads

to generating the same tour for multiple users and lacks the capability to recommend personalized
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tour itineraries. Complementary to this, approaches such as DAR-tree [46] involve the overheads
of query processing relying on generating index structures that integrate heterogeneous data.
Later OP-based methods try to model personalized user interest with various features extracted

from geotagged photos that consist of spatial and temporal travel sequences. For example, Pers-
Tour [35] recommends personalized itineraries considering user interest with a variable visit du-
ration in POIs and solves the problem using an integer programming algorithm. Later, the authors
proposed PersQ [33], which considers the queue time in attractions and uses Monte Carlo tree to
search for the optimal tours. Balancing the quality of attractions on different visiting days was
addressed in Reference [16], and Reference [26] focused on identifying the critical attributes of
route attractiveness. Recently, TRAR [21] approach derives the attractive routes and recommends
the tour that can maximize user experience along the trip. Although these studies incorporate
tourists’ personalized interest, they cannot be extended to large-scale datasets as a consequence
of solving the NP-hard OP problem.
Another line of studies aims at learning tourist interest directly from the data using various

machine learning techniques. Earlier efforts [19, 37, 38] exploit collaborative filtering to learn user
interest, which, however, might not plan reasonable tours due to the substantial difference between
tour recommendation and single POI recommendation. Later, researchers turn to model user inter-
est and transition patterns with sequential models. For example, Reference [5] proposes to learn
user historical trajectory using Markov-based models and demonstrates that learning-based meth-
ods outperform traditional heuristic trip recommendations.
Due to the impressive performance achieved by deep neural networks (DNN) in a broad

range of tasks, a few recent works attempted to capture complex trajectory data and human
mobility with various DNNs. DeepTrip [17] models historical check-in sequence with RNN and
adopts an auxiliary network to learn the latent representations of tourists’ trajectories, which
are continuously enhanced through adversarial training. Pre-training the POI embedding using
word2vec [40] to jointly learn the relationships between users and POIs via Bayesian pairwise
ranking is discussed in Reference [24]. Location embedding and trajectory embedding have been
studied in References [11, 63–65, 69], where the general idea is to capture users’ transition patterns
directly from the data and recommend tours in an end-to-end manner. Compared to planning-
based methods, learning-based methods aim to learn a customized and unique tour itinerary for
each tourist, according to the user’s interest and preferences, as well as the spatial-temporal con-
straints [34]. Nevertheless, these works either learn local transitional patterns between attraction
pairs with sequential models or encode the whole trajectory to learn the latent distribution, which
may not fully capture the intrinsic tourists’ interests due to the sparse and implicit user feed-
back. These works are mainly inspired by the recurrent neural models used in language modeling
to recommend a sequence of POIs in a sequential generation manner. Unlike sufficient training
corpus in language training, tour recommendation is severely restricted by the data sparsity prob-
lem and the weak supervision signals due to the lack of explicit rating/comment on the visited
attractions.
Table 1 summarizes the main works in tour recommendations that are most closely related to

ours work. We note that many of them rely on supervised training and seldom consider the sub-
trajectories as well as relative distance and trajectory data augmentation. The second column of
Table 1 indicates the fundamental techniques used in each paper, and the rest of the columns list
different contexts exploited in generating/recommending routes in the respective works. It is also
worthwhile to note that tour recommendation studied in this article is different from works such
as References [6, 52], which focus on searching or planning the best (e.g., shortest) paths on the
road networks.
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Table 1. Summary of the Main Studies in Tour Recommendation

Reference Technique
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2010 [38] Dynamic programming ✓ ✓ ✓ ✓

2010 [12] Greedy algorithm ✓ ✓ ✓ ✓

2011 [50] Greedy algorithm ✓ ✓ ✓ ✓

2011 [19] Collaborative filtering ✓ ✓ ✓ ✓

2011 [8] Bayesian learning model ✓ ✓ ✓ ✓ ✓

2012 [37] Collaborative filtering ✓ ✓ ✓ ✓

2013 [4] Maximum coverage problem ✓ ✓ ✓ ✓

2014 [20] Dynamic programming ✓ ✓ ✓ ✓

2014 [3] Agglomerative clustering ✓ ✓ ✓ ✓

2015 [59] Collaborative filtering ✓ ✓ ✓ ✓

2015 [35] Greedy algorithm ✓ ✓ ✓ ✓

2016 [5] Markov chain ✓ ✓ ✓ ✓

2017 [33] Monte Carlo tree search ✓ ✓ ✓ ✓

2017 [61] Collaborative filtering ✓ ✓ ✓ ✓

2018 [16] Greedy algorithm ✓ ✓ ✓ ✓

2019 [17] Generative adversarial networks ✓ ✓ ✓ ✓ ✓

2019 [24] POI embedding ✓ ✓ ✓

2019 [11] Knowledge graph embedding ✓ ✓ ✓ ✓

2019 [26] Shortest path algorithm ✓ ✓ ✓ ✓ ✓

2019 [52] RNN with attention ✓ ✓ ✓ ✓

2020 [21] Gravity model ✓ ✓ ✓ ✓

2020 [65] RNN with attention ✓ ✓ ✓ ✓

2020 [46] Greedy algorithm ✓ ✓ ✓ ✓

Current article Self-supervised learning ✓ ✓ ✓ ✓ ✓ ✓ ✓

2.2 Self-Supervised Learning

While deep learning approaches have achieved outstanding results in many fields, current mod-
els heavily rely on a massive amount of labeled data [30]. Finding additional datasets or making
better use of unlabeled data is always of interest to researchers [43]. Recently, many excellent
SSL approaches have achieved comparable performance as the supervised models on a range of
CV [7, 25, 27], audio [42], and NLP [31] tasks, where contrastive losses are used to distill extra
knowledge from the data itself. The main idea is to formulate the task of finding similar and dissim-
ilar parts of the data and maximize the mutual information between positive (similar) and negative
(distinct) samples. For example, Reference [27] showed that maximizing the mutual information
between an image and the local regions of the image improves the quality of representation learn-
ing. A study of sequential data with SSL, which achieved good performance in audio recognition,
was presented in Reference [42]. Subsequently, Kong et al. [31] extended SSL to the field of NLP,
obtaining negative samples from both training data and the randomly selected vocabulary tasks.
A few recent works focus on improving recommender systems using SSL. For example, SSL has

been utilized to model the historical behavior of users and capture click/purchase correlations for
sequential recommendation [39, 56, 57, 70], where the basic idea is to generate a multi-view of
users history and maximize the mutual information. However, these works focus on recommend-
ing a single next item, leveraging rich historical user data for training the models. In contrast,
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Table 2. Mathematical Notations Used in This Paper

Notation Description

l Identifier of the POI

l lat and l lon geo-coordinates (i.e., latitude and longitude of l ).
li,τ =< l lati,τ , l

lon
i,τ > Geo-location (l lat, l lon) visited at time τ .

|L| (resp. K ) Number of unique POIs in the dataset.
ht The hidden state vector of the POI recommender.
T Trajectory T = {li |i ∈ [1,N ]} is a sequence of POIs recommended by the

model.
N Length of trip, i.e., the number of POIs in a trajectory.
o Similarity score between hidden state ht and l .
u(ð), u(s ), u(e ) Representations of POI geographical distance, lower distance, and upper dis-

tance, respectively.
v(l ), u(t ) Embeddings of POI l and visiting time t .

tour recommendation requires planning a sequence of POIs that is more complex than the next
item/POI recommendation tasks, in addition to the extreme sparsity of the data that can be used
for training. In this spirit, we take the first attempt at learning human mobility and planning tours
using SSL and contrastive trajectory learning.

3 PRELIMINARIES

In this section, we start with formally defining the tour recommendation problem and then provide
the necessary background in mutual information and contrastive learning. Table 2 summarizes the
frequently used notations.
Let L = {l1, l2, . . . , lK } denotes the set of POIs that have been (potentially) visited by the users.

Each particular visit is a pair (li , tj ), where li ∈ L and tj is the time of visiting that POI. We assume
that each li ∈ L is associated with a geographical location with a known coordinate, so, strictly
speaking, a visit can be perceived as a triplet (l lati , l

lon
i , tj ). When there is no ambiguity, we will

also use an alternate notation, omitting the explicit time parameter from the triplet and use it in
the subscript to indicate a visit, as in li,τ =< l lati,τ , l

lon
i,τ >, indicating that the location (l lati , l

lon
i ) was

visited at time τ . Following previous work [5, 16, 17, 33, 45], we define the tour recommendation
problem as:

Definition 3.1 (Tour Recommendation).

INPUT: A user-provided query consisting of the desired start point ls and start time ts , the length
of the trip N (i.e., the number of POIs to visit), and the end point le at time te .
OUTPUT: The tour recommender system returns a tour route T =(l1 = ls , l2, l3, . . . , lN = le ).

3.1 Background on Mutual Information Maximization

Mutual information (MI) is a Shannon entropy-based measurement of random variable depen-
dencies [2], i.e., given two variables X and Y , the mutual information can be understood as how
much knowing the X reduces the uncertainty in Y or vice versa:

I (X ,Y ) = H (X ) − H (X |Y ) = H (Y ) − H (Y |X ). (1)
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4:8 F. Zhou et al.

From the perspective of probability, mutual information is derived from a joint distribution and
the product of two marginals on the random variables, which is defined as follows:

I (X ,Y ) =
∑
y∈Y

∑
x ∈X

p (x ,y) log

(
p (x ,y)

p (x )p (y)

)
. (2)

Consider a classification problem that aims to predict the label y by giving an input variable Ac-
cording to the Fano’s inequality [54]:

p (y � ŷ) ≥ H (Y | X ) − 1
logNy

=
H (Y ) − I (X ,Y ) − 1

logNy
, (3)

wherey is the true label, ŷ is the predicted label, andNy is the number of samples. This implies that
the lower bound of classification error is negatively related to the mutual information between the
input and output variables, i.e., minimizing the classification error is equivalent to maximizing the
mutual information.

3.2 Self-Supervised Learning by Contrasting Different Data Views

Contrastive SSL has recently received a great deal of attention in both academia and industry.
The core idea behind SSL lies in pre-training the model on a large amount of data to realize self-
supervised signals by measuring the distance between positive and negative samples without label
supervision. This paradigm avoids the need for human-annotated labels while simultaneously im-
proving the model’s generalizability and robustness. Generally, it consists of three ingredients, i.e.,
the anchor, positive, and negative samples. The distance between the anchor x and a positive sam-
ple x+ should be smaller than the distance between the anchor x and a negative sample x− in the
latent space of the learned representations. In equivalent terms:

fθ (x ,x
+) � fθ (x ,x

−), (4)

where fθ (·, ·) denotes a similarity function (e.g., dot product or cosine similarity).
For one negative sample, the goal is to maximize the following expression:

max

[
fθ (x ,x

+)

fθ (x ,x+) + fθ (x ,x−)

]
, (5)

which is also known as the InfoNCE [23] loss:

L = −E(x,x+ )
⎡⎢⎢⎢⎢⎢⎣fθ (x ,x

+) − log
∑

xi ∈Nneg

exp fθ ((x ,xi ))

⎤⎥⎥⎥⎥⎥⎦ , (6)

where Nneg denotes the set of negative samples. This contrastive approach has been widely used
in a range of SSL-based language and visual recognition tasks [31, 42, 43].

Note that the InfoNCE is related to the cross entropy loss. If the variable Ỹ always includes all

possible values of Y (i.e., Ỹ = Y ) and they are distributed uniformly, then maximizing InfoNCE is
analogous to maximizing the standard cross entropy loss:

Ep (X ,Y )

⎡⎢⎢⎢⎢⎢⎣fθ (x ,y) − log
∑
ỹ∈Y

exp fθ (x , ỹ)

⎤⎥⎥⎥⎥⎥⎦ . (7)

This equation indicates that InfoNCE is related to maximizing pθ (y |x ), and it approximates the
summation over Y ’s elements by utilizing the negative sampling. Based on the above equation,
we can use specific X and Y to maximize the mutual information between different views of the
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Fig. 1. An illustration of our proposed CTLTR framework, which is composed of the following five main mod-

ules: (1) It first encodes POIs into low-dimensional embeddings while also considering spatial and temporal

contexts of POIs; (2) the designed trajectory data augmentation procedure greatly expands the pre-training

samples by creating sub-trajectories; (3) a hierarchical Base model formed by two LSTM networks (query

constructor and POI recommender); (4) two pretext tasks (POI-trajectory correlation and segment-trajectory

correlation) based on mutual information maximization, enabling us to pre-train the CTLTR model without

label information; and (5) a fine-tuned prediction layer for tour recommendation.

raw data, e.g., the POI-trajectory correlation and the segment-trajectory correlation modeled in
CTLTR.

4 METHODOLOGY: CONTRASTIVE TRAJECTORY LEARNING

We now present the details of our proposed CTLTR, along with the trajectory data augmentation
procedure and the self-supervised trajectory learning. CTLTR framework has the following two
main procedures: (1) The Base model decomposes the trajectory recommendation task as a multi-
round next POI planning problem and considers spatial and temporal contexts of POIs (cf. Sec-
tion 4.1), and (2) the self-supervised trajectory learning combines pre-training and fine-tuning
strategies with augmented trajectories, which models two kinds of pre-training strategies via mu-
tual information maximization, i.e., POI-trajectory and segment-trajectory correlations (cf. Sec-
tion 4.2). The overall model architecture is shown in Figure 1.

4.1 Base Model: Multi-Round Next POI Planning

The Base model serves as a basic supervised framework to encode the trajectories into latent repre-
sentations containing semantic relationships and sequential visiting patterns between POIs. Then
it decodes the latent representation for the personalized tour recommendation in an end-to-end
manner by utilizing deterministic deep recurrent neural networks. Specifically, a query construc-
tor has been used to generate time- and length-dependent queries, which embeds the background
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knowledge of the current POI sequence at query time. A POI recommender is subsequently used
to output the desired tour recommendations recursively.

4.1.1 Causal POI Representation. In this work, we follow previous models [24, 65] and use the
Continuous Bag-of-Words [41], which was initially designed for word embedding, to learn the
POI representation. It preserves the latent relationships among POI locations in a low-dimensional
space. In particular, a sliding window of size 3 is used to intercept each trajectory and to predict the
middle POI with the context POIs (i.e., the previous and next ones). The obtained sequential POI
embedding vector denoted as v(l ), is consistent with the downstream tour recommendation and
can be regarded as recommending a single middle POI given the start and endpoints. Essentially,
this word2vec-style POI embedding can be considered as the simplest self-supervised learning
method [36], since we only explore the supervision signals from the trajectory data itself. Note that
we just use the POI embedding as an initialization, which would be fine-tuned with self-supervised
trajectory learning introduced later.

4.1.2 Spatial and Temporal Contexts of POIs. In addition to the POI embedding, we further
encode the spatial and temporal contexts of POIs. Following Reference [17], we encode the spatial-
temporal context of each location in a trajectory by incorporating the geographical and temporal
constraints imposed by the start point and end points.
That is, the current-time geographical distance u(li,τ ) of a particular POI visiting li,τ (i.e., a

tourist visits li at time τ ) is calculated by the following:

u(li,τ ) =
1

2

(
d(li,τ , ls,ts )

dmax
u(s ) +

d(li,τ , le,te )

dmax
u(e )

)
, (8)

where d(·, ·) denotes the Euclidean distance between two locations and dmax is the maximum dis-
tance between any pair of locations in the training data (i.e., all pairs from L). u(s ) denotes the
distance to the closest POI from the starting point ls , and u(e ) is the distance to the furthest POI
from the end point le . The rationale behind Equation (8) is to account for the relative distance
constraints imposed by the start and end POIs.
Subsequently, we map the temporal and distance information into a low-dimensional space and

concatenate themwith the causal POI embedding as a unified location representation Eτi = v(li )⊕
u(li,τ ) ⊕ u(τ ), where ⊕ is the concatenation operation and v(li ) and u(τ ) are the embeddings of
the location li and of the visiting time τ . We note that other contexts and constraints, e.g., duration
time and queuing time, can be encoded in a similar way.

4.1.3 Hierarchical Response Generator. We decompose the tour recommendation task into a
multi-round next station planning problem. Different from traditional sequence-to-sequence mod-
els that construct the user query only from the past information, we further consider the number
of remaining POIs that still need to be recommended, which can boost the recommendation per-
formance through narrowing the searching space. Based on the current query and background
information (the start and end POIs), our model predicts the next preferred POI by a hierarchical
architecture to form the user query. This process can be interpreted as: A tourist has visited a
sequence of POIs, and then s/he decides the next POI to visit. According to the current prediction
along with previous predicted POIs, our model adjusts the query and carries out the next round of
POI planning.
The planning will iterate until the complete trajectory is generated, i.e., when the length of the

generated trajectory |T | meets the number of desired attractions N . As shown in Figure 1, the
hierarchical response generator consists of two parts: a query constructor and a POI recommender.
The former aims to model the existing trajectories and generate the corresponding hidden state
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representation by utilizing recurrent neural networks. In CTLTR, we select the long short-term

memory (LSTM) [28] as the basic recurrent unit to model the temporal dependencies among POI
trajectories. Similarly, a POI recommender based on LSTM is used to generate the next recom-
mended POI given the background knowledge and all past POIs as input.
The POI generating process is executed in a recursive manner. Specifically, for a running round

at time t ∈ [2,N − 1], we concatenate the historical information h
QC
t−1 and the length embedding rt

(obtained by random initialization) to form the current query:

b = Eτs ⊕ Eτe , (9)

h
QC
t = LSTM

(
h
PR
t , h

QC
t−1
)
, (10)

h
PR
t = Gt

(
h
QC
t−1 ⊕ rt , b

)
, (11)

where Eτs and Eτe are the unified location embeddings; h
QC
t and h

PR
t are the LSTM hidden state

vectors of the query constructor and the POI recommender, respectively; and Gt (·, ·) denotes the
gating unit in LSTM. The hierarchical response generator recommends the next POI by taking
three important factors into account, i.e., (1) the background knowledge b, (2) the historical travel

information h
QC
t−1, and (3) the current length embedding rt . Next, the POI generator combines

these information together through the gating mechanism to generate hPRt for the next round of
recommendation.

4.1.4 POI Prediction Layer. Once the hierarchical response generator produced enough tour
hidden state vectors {hPR2 , hPR3 , . . . , hPRt , . . . , hPRN−1}, we compute the similarity score oi between

the hidden state vector hPRt and the POI embedding v(li ). The probability of observing li given h
PR
t

is derived by applying the softmax function on oi :

oi = similarity
(
h
PR
t , v(li )

)
= h

PR
t � v(li ), (12)

Pi = softmax(oi ) =
exp(oi )∑ |L |
j=1 exp(oj )

, (13)

where � is the dot product, |L| is the number of unique POIs in the dataset. POI with the highest
probability from the POI distribution is selected as the next recommended POI. In this article, we
use the Gumbel-Max technique [29], which enables a simple but effective way to sample probabil-
ities from a categorical distribution.

4.2 Pre-training and Fine-Tuning CTLTR with Mutual Information Maximization

Now we describe the details of contrastive learning in CTLTR, which consists of two new distinct
designs over the Base model. First, the previous supervised deep learning-based models are suscep-
tible to the overfitting problem due to the shortage of available trajectory data. However, currently
prevailing unsupervised or semi-supervised models cannot be directly applied here, as there is no
extra unlabeled trajectory data. Therefore, designing a new trajectory data augmentation proce-
dure becomes an urgent need for self-supervised trajectory pre-training. In CTLTR, we propose
a new trajectory data augmentation approach by removing POIs in trajectories, which greatly
increases the pre-training trajectory samples. For example, in Flickr@Edinburgh dataset, the num-
ber of trajectories increased from 2,681 to 156,374 after augmentation (cf. Section 5.1). Second, we
proposed two novel pre-training strategies explicitly devised for contrastive trajectory data learn-
ing. In particular, two correlations of trajectories are considered in CTLTR, i.e., the POI-trajectory
correlation and segment-trajectory correlation. We used self-supervised signals to minimize the
pre-training losses via mutual information maximization (MIM). Once the CTLTR model is
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pre-trained, it can be used as fine-tuning on the tour recommendation problem. The pre-training
and fine-tuning paradigm of CTLTR significantly improves the recommendation accuracy on all
four datasets, which demonstrates the superiority of CTLTR to other supervised baselines in alle-
viating the overfitting and data sparsity problems (cf. Section 5.5).

4.2.1 Trajectory Data Augmentation. Various data augmentation techniques have been success-
fully applied in many unsupervised or semi-supervised learning tasks to improve model generaliz-
ability and robustness. As shown in Reference [7], a composition of data augmentation procedures
plays a critical role in defining effective vision contrastive pre-training tasks. However, unlike pop-
ular image augmentation operations such as crop, rotate, and filtering, how to augment trajectory
data, and to what extent trajectory data should be augmented are yet underexplored. In CTLTR, we
adopt a simple but effective trajectory data augmentation strategy. On the one hand, our strategy
greatly expanded the pre-training samples, and, on the other hand, we manually created various
sub-trajectory instances based on real user trajectories. Specifically, for one complete trajectory
whose length N > 3, we remove one or more POIs (at most N −3 POIs) in this trajectory except the
start and end POIs. Each removal creates a new trajectory instance. The number of new trajectory
instances created from an original trajectory of length N is as follows:

N−3∑
i=1

Ci
N =

N−2∑
i=0

Ci
N−2 −

(
C0
N−2 +C

N−2
N−2
)
= 2N−2 − 2. (14)

The idea behind our augmentation strategy is that for a specific complete tour trajectory, some
tourists may not have enough time to visit all the POIs, or during the tour, the travel plans have
been interrupted by unexpected events, e.g., bad weather conditions, certain POIs are closed, or
the user has spent too much time at some points. As a consequence, they have to visit only a
sub-trajectory due to time and money budgets. In Section 5, we show that this simple procedure—
introducing the trajectory data augmentation into CTLTR—significantly improves the recommen-
dation accuracy.

4.3 Trajectory Pre-Training

Based on the trajectory data augmentation mentioned above and the hierarchical response gen-
erator from the Base model, now we are ready to pre-train the CTLTR model in a task-agnostic

manner. Specifically, we proposed two pre-training pretext tasks, i.e., mutual information maxi-
mization on both POI-trajectory (PT) correlation and the segment-trajectory (ST) correlation. The
two relationships can be viewed as self-supervised signals with mutual information maximization
and used to enhance the learned representations of trajectory data. We pre-train the CTLTRmodel
by minimizing a combined loss function from the two correlations, which will be presented in the
next two subsections. The pseudo code of CTLTR pre-training is shown in Algorithm 1.

4.3.1 Modeling POI-trajectory Correlation. Since a trajectory is composed of a sequence of POIs,
an intuitive way is to maximize the mutual information between a single POI lj,tj and the whole
trajectory T that contains lj,tj . The pretext task of POI-trajectory correlation is similar to that of a
Cloze problem. For instance, giving a single POI, the task requires predicting the surrounding POIs.
It is analogous to the problem of recommending a tour comprising a given scenic spot. However,
giving a sequence of POIs that are missing one specific POI in the middle, the task needs to predict
the missing POI by given the surroundings. That is, we maximize the mutual information between
the POI and the trajectory, and thereby we could predict the other given one of them.
At each pre-training step, given a POI lj,tj and the trajectory T , we mask the POI lj,tj , denoted

as [mask], in the trajectory T . We predict the masked POI lj,tj using the surrounding context
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T̃ = {l1,t1 , . . . , [mask], . . . , lN ,tN }. The pre-training network optimize the following loss:

LPT (T̃ , lj,tj ) = − log
exp
(
f
(
T̃ , lj
))

∑
l̃j ∈L\lj exp

(
f
(
T̃ , l̃j
)) , (15)

where lj denotes the masked POI, which can be considered as the positive sample and l̃j denotes a

negative POI sampled from the POI set L. That is, we consider T̃ as the anchor and use a similarity
function f (·, ·) to measure the mutual information as

f
(
T̃ , lj
)
= σ
(
h
�
T̃
·WPT · Eτj

)
, (16)

where WPT is a learnable parametric matrix and hT̃ is the jth hidden state vector of T̃ in the
hierarchical response generator, and σ (·) is the sigmoid function.

4.3.2 Modeling Segment-trajectory Correlation. In addition, to maximize the mutual informa-
tion between POI and trajectory, we extend the POI-trajectory correlation to segment-trajectory
correlation, which models a sequence of POIs (segment) with its surrounding context, due to the
following two reasons: (1) it might be loosely correlated between a single POI and a complete tra-
jectory, and (2) some POIs might be tightly correlated that most tourists visit them simultaneously.
Therefore, we propose to model the segment-trajectory correlation in a similar way, i.e., define the
pretext task as a subsequence Cloze problem.
Consider a sequence of POIs {lj,tj , . . . , lj+n,tj+n } with length n+ 1 ∈ [1,N − 2]. We mask the sub-

sequence [mask1,mask2,...] in the original trajectory T . Then, we predict the masked segment

based on the surrounding context T̃s = {l1,t1 , . . . , [mask1,mask2,...], . . . , lN ,tN }. The model is
also optimized by a similarity loss function based on mutual information maximization:

LST

(
T̃s , S j,n

)
= − log

exp
(
f
(
T̃s , S j,n

))
∑l̃j+n,tj+n

l̃j,tj
exp
(
f
(
T̃s , S̃ j,n

)) , (17)

where S j,n denotes the masked POI segment {lj,tj , . . . , lj+n,tj+n } (i.e., the positive sample), and S̃ j,n
denotes the trajectory segment sampled from other trajectories (i.e., negative samples). Similarly
to Equation (16), the mutual information between the context and the trajectory segment can be
computed as

f
(
T̃s , S j,n

)
= σ
(
h
�
T̃s
·WST · hSj,n

)
, (18)

where hT̃s and hSj,n are the last hidden states of the surrounding context T̃s and the trajectory

segment S j,n , respectively.

4.3.3 Fine-tuning on Tour Recommendation Problem. Once the model has been pre-trained, it
can be used for fine-tuning on the tour recommendation problem. We fine-tune the CTLTR model
on the original dataset while pre-training it on both the augmented and original datasets. The
pre-trained model parameters are used as the initialization of the fine-tuned model. We use the
cross-entropy loss function to optimize the model. Specifically, for a certain trajectory T , the loss
is calculated by the following:

Lfine_tune (T ) =
1

N − 2

N−1∑
i=2

−li ∗ log
(
l̂i
)
, (19)

where N is the length of the trajectory, li is the ith ground truth POI, and l̂i is the predicted POI.
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ALGORITHM 1: CTLTR Pre-training

Input: The pre-processed data, the iteration counter k for early stop

1 Perform data augmentation operation (cf. Section 4.2.1)

/* Pre-training */

2 initialize modelM

3 while LPT not continuously decline for k epochs do

4 Mask POI of the trajectories (cf. Section 4.3.1) in current batch

5 Evaluate LPT according to Equation (15)

6 Update the parameters by gradient descent

7 end

8 while LST not continuously decline for k epochs do

9 Mask POI segment of the trajectories (cf. Section 4.3.2) in current batch

10 Evaluate LST according to Equation (17)

11 Update the parameters by gradient descent

12 end

Output: Trained ModelM

5 EXPERIMENTS

In this section, we report the results from the extensive experimental evaluations to test the perfor-
mance of our CTLTR model. We compare it to the state-of-the-art tour recommendation methods.
We also examine the interplay of the components of our model and various aspects of the CTLTR
algorithm (efficiency, parameter tuning, and interpretability).

5.1 Datasets

We evaluated all methods based on the YFCC100M (Yahoo! Flickr Creative Commons 100M)
dataset1 [47] that consists of a publicly available curated dataset of almost 100 million photos
in the world. Following References [17, 24, 35], we used the data extracted from four different
cities: Toronto, Osaka, Glasgow, and Edinburgh. To ensure the robustness and versatility, only
the photos with the highest accuracy of the geographical location were used in the experiment.
Table 3 summarizes the statistics of the datasets. Specifically, each POI check-in in the track con-
tains the tourist ID, timestamp, POI longitude and latitude, as well as the category information of
the POIs. Our algorithm does not use user profile information to provide a more general trajectory
recommendation. In each dataset, we only retain the trajectories whose check-ins are more than 3.
In addition, we use leave-one-out cross-validation to evaluate all methods, exactly following the
related References [5, 17, 35].

5.2 Baselines

We compare our CTLTR with following 12 models on trip recommendation:

• Popularity [15]: This is a relatively straightforward method that recommends tours based
on the ranking of POI popularity.
• PersTour and PersTour-L [35]: PersTour is an orienteering-based method that recom-
mends a sequence of POIs with a time budget. PersTour-L is a variant replacing the time
budget with the constraint of trajectory length.

1https://bit.ly/yfcc100md.
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Table 3. Statistics of Four Flickr Dataset

Flickr

City Edinburgh Glasgow Osaka Toronto

# photo 82,060 29,019 392,420 157,505
# visit 33,944 11,434 7,747 39,419
# trajectory 2,681 395 165 1,243
# trajectory after augmentation 156,374 1,544 350 37,506
# POI 29 29 29 30
# user 1,454 601 450 1,395
# POI/trip 6.75 5.13 6.95 6.50

• POIRank [5]: This recommends tours according to the POI ranks. It first ranks POIs with
various features (e.g., popularity, average duration, etc.) using rankSVM and then connects
them according to ranking scores to form the recommended tour.
• Markov and Markov-Rank [5]: Markov method models the POI-to-POI transition prob-
abilities and recommends a tour by maximizing the transition likelihood. Markov-Rank is
a method combining the advantages of Markov and POIRank, which leverages both POI
ranking and Markov transition for tour recommendation. The ranking of POIs is learned by
rankSVMwith linear kernel and L2 loss. Trajectories recommended by Markov and Markov-
Rank are trained using the maximum likelihood approach.
• Path and Path-Rank [5]: They eliminate the sub-tour problem in Markov and Markov-
Rank by finding the best path using Integer Linear Program (ILP), where the sub-tour
constraints are adapted from the Traveling Salesman Problem. The only difference between
the two methods is that Path-Rank considers the POI ranks in trajectory modeling.
• PersQueue [33]: This is a reinforcement learning based approach, which aims to maxi-
mize POI popularity and user interest preferences while minimizing the queuing time at
attractions. It uses Monte Carlo tree to design the reward of a trajectory and recommend an
optimal tour.
• CATHI [69]: This exploits the context of trajectories in an auto-encoder manner, composed
by two encoders and two decoders and tuned with a variational attention mechanism. Since
CATHI is not specified for tour recommendation, we adapt it to the problem by generating
the sequential POIs after pre-training the trajectory data.
• C-ILP [24]: This uses word2vec to jointly learn the embeddings of users and POIs. It solves
the trip recommendation problem by adapting the approximate large neighborhood search
and ILP techniques. Note that the the corresponding code(s) for C-ILP were not publicly
available, so we directly used the results published in the article.
• DeepTrip [17]: This leverages RNN-based autoencoder as its basic framework, and adopts
an auxiliary neural network to learn the sequential POIs distribution in an adversarial learn-
ing manner.

5.3 Metrics

We evaluate the model performance using two commonly used metrics that are frequently used
in tour recommendation studies [5, 17], i.e., F1 and pairs-F1 scores.

• F1 score is defined as

F1 =
2 × Precision × Recall
Precision + Recall

, (20)
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Table 4. Parameter Settings in Our Experiments

Parameter Value Parameter Value

batch size 32 POI embedding size 64
initial learning rate 0.1 hidden size 64
dropout rate 0.8 time embedding dim 16
Gumbel temperature 0.4 length embedding dim 16
negative number L − 1 background dim 64

which is the harmonic mean of Precision and Recall of recommended POIs in a trip. F1 score
is suitable for assessing whether the preferred POIs are correctly recommended, which has
been widely used in previous studies [5, 17, 35].
• pairs-F1 score: Although F1 score can evaluate the correctness of the POI-level recommen-
dation, it ignores the visiting order of users. To address this issue, a specific metric called
pairs-F1 has been proposed in Reference [5]. It considers both POI preference and visiting
order of users by measuring the F1 score of every pair of POIs, i.e., whether they are adjacent
or not in a trajectory, and is defined as

pairs-F1 =
2 × pairs-P × pairs-R
pairs-P + pairs-R

, (21)

where pairs-P and pairs-R denote the Precision and Recall of ordered POI pairs, respectively.
The values of both pairs-F1 and F1 are between 0 and 1. The higher the value, the better the
recommended tour, e.g., a value of 1 indicates that both POIs and their order in the planned
trip are exactly the same as the ground truth.

5.4 Experimental Settings

We implement our model based on TensorFlow 1.14 with Python 3.7. The trajectories with fewer
than three POIs are filtered out. For each dataset, we use leave-one-out cross-validation in both
pre-training and training stages. The pre-training is early stopped when the loss does not decline
after 10 epochs. We use the Adam optimizer for mini-batch gradient descent with the size of 32
in each mini-batch, and set the initial learning rate to 0.1 and use exponential decay to reduce the
learning rate gradually. For two LSTM used in the Base model, we set the hidden size to 64. Other
hyper-parameter settings are presented in Table 4.

5.5 Performance Comparison

Tables 5 and 6 report the F1 and pairs-F1 values of all the methods on the four datasets. According
to the results, we have the following observations.
First, the deep learning-based approaches, including CTLTR, achieve better performance across

all datasets compared to orienteering problem-based and traditional machine learning-based ap-
proaches. This demonstrates the advantages of neural networks in learning human visiting prefer-
ences and planning tours for users. Among the baselines, DeepTrip usually performs better due to
its specifically designed adversarial trajectory learning model for discriminating user preference.
In addition, CATHI performs well on tour recommendations, although it was originally proposed
to learn the context of trajectories. However, C-ILP, as an orienteering problem-based approach,
combines the effectiveness of check-in embedding and integer linear programming, but it is too
simple to capture the intrinsic POI transition patterns, while also requiring significantly more
computational cost to search the optimal solutions.
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Table 5. F1 Score Comparisons among Different Baselines in Four Cities

Flickr Dataset

Model Edinburgh Glasgow Osaka Toronto

Popularity 0.701 ± 0.160 0.745 ± 0.166 0.663 ± 0.125 0.678 ± 0.121
PersTour 0.656 ± 0.223 0.801 ± 0.213 0.686 ± 0.231 0.720 ± 0.215
PersTour-L 0.651 ± 0.143 0.660 ± 0.102 0.686 ± 0.137 0.643 ± 0.113
POIRank 0.700 ± 0.155 0.768 ± 0.171 0.745 ± 0.173 0.754 ± 0.170
Markov 0.645 ± 0.169 0.725 ± 0.167 0.697 ± 0.150 0.669 ± 0.151
Markov-Rank 0.659 ± 0.174 0.754 ± 0.173 0.715 ± 0.164 0.723 ± 0.185
Path 0.678 ± 0.149 0.732 ± 0.168 0.706 ± 0.150 0.688 ± 0.138
Path-Rank 0.697 ± 0.152 0.762 ± 0.167 0.732 ± 0.162 0.751 ± 0.170
PersQueue 0.470 ± 0.196 0.586 ± 0.231 0.507 ± 0.186 0.536 ± 0.187

CACHI 0.772 ± 0.123 0.815 ± 0.127 0.758 ± 0.091 0.807 ± 0.106
C-ILP 0.769 ± 0.000 0.853 ± 0.000 0.763 ± 0.000 0.818 ± 0.000
DeepTrip 0.833 ± 0.142 0.831 ± 0.172 0.834 ± 0.166 0.811 ± 0.163

CTLTR 0.853 ± 0.151 0.874 ± 0.147 0.889 ± 0.142 0.874 ± 0.141

Simple methods, such as Popularity and POIRank, perform well on the four datasets, even com-
pared with specifically designed machine learning approaches. This surprising result reflects that
tourists are inclined to choose popular attractions when traveling to a new city. PersTour usually
outperforms PersTour-L, which suggests the time budget is a more relevant constraint than trajec-
tory length when modeling tour recommendation as an orienteering problem. Meanwhile, the two
methods jointly model the POI popularity and user interest preference, which sometimes (e.g., on
Edinburgh) result in lower performance than Popularity and POIRank. We conjecture that there
may be a conflict between POI popularity and user interest that requires reconciliation, which has
not been well addressed in previous methods.
Third, several Markov-based approaches perform very closely on four datasets. After scrutiniz-

ing the subtle difference between these models, we find that taking the POI rank into account
would improve the recommendation performance, further proving the role of POI popularity in
enriching the simple Markov transition model, even though its effect is insignificant. As models
that are specifically tailored for eliminating sub-tours in the planned trajectory, Path and Path-
Rank slightly outperform the corresponding base models (i.e., Makov andMarkov-Rank), since the
existence of sub-tours would deteriorate the recommendation performance. Another unexpected
observation is that PersQueue does not show competitive results in both metrics. As a customized
model for reducing the queuing time in attractions, this method is more suitable for modeling and
recommending tours with time constraints rather than the travel length constraint.
Moreover, all methods, including ours, did not perform well on the pairs-F1 metric, implying

that the visiting orders are more difficult to be captured compared to POI correctness in the rec-
ommended tour. This phenomenon also indicates that tour recommendation is a non-trivial task
as no methods can recommend the tours fully matching the ground truth. Notably, deep learning
models usually perform significantly better than traditional methods in capturing the visiting or-
ders, primarily due to the widely employed pre-training strategy. It enables us to well capture
the long- and short-transition patterns and overcome the memory-less issue of Markov-based
approaches.
Finally, we note that our proposed CTLTR model consistently outperforms all baselines on the

data in four cities. More specifically, on average, CTLTR achieves 4.5% and 6.8% improvements
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Table 6. Pairs-F1 Score Comparisons among Different Baselines in Four Cities

Flickr Dataset

Model Edinburgh Glasgow Osaka Toronto

Popularity 0.436 ± 0.259 0.507 ± 0.298 0.365 ± 0.190 0.384 ± 0.201
PersTour 0.417 ± 0.343 0.643 ± 0.366 0.468 ± 0.376 0.504 ± 0.354
PersTour-L 0.359 ± 0.207 0.352 ± 0.162 0.406 ± 0.238 0.333 ± 0.163
POIRank 0.432 ± 0.251 0.548 ± 0.311 0.511 ± 0.309 0.518 ± 0.296
Markov 0.417 ± 0.248 0.495 ± 0.296 0.445 ± 0.266 0.407 ± 0.241
Markov-Rank 0.444 ± 0.263 0.545 ± 0.306 0.486 ± 0.288 0.512 ± 0.303
Path 0.400 ± 0.235 0.485 ± 0.293 0.442 ± 0.260 0.405 ± 0.231
Path-Rank 0.428 ± 0.245 0.533 ± 0.303 0.489 ± 0.287 0.514 ± 0.297
PersQueue 0.320 ± 0.243 0.384 ± 0.224 0.363 ± 0.283 0.336 ± 0.257

CACHI 0.515 ± 0.180 0.523 ± 0.236 0.516 ± 0.199 0.559 ± 0.205
DeepTrip 0.660 ± 0.246 0.782 ± 0.257 0.755 ± 0.268 0.751 ± 0.242

CTLTR 0.729 ± 0.277 0.807 ± 0.267 0.834 ± 0.236 0.850 ± 0.210

over the best baseline in terms of F1 and pairs-F1, respectively. The main superiority of our model
lies in its trajectory data augmentation and contrastive trajectory learning, which enables us to
better capture indistinct users’ visiting patterns. Compared to the previous deep learning-based
tour recommendation models, CTLTR extracts extra supervision signals from the user trajectories
themselves and is particularly useful for sparse trajectory data. These results justify our moti-
vation; i.e., the self-supervised learning paradigm can help improve sequential decision-making
performance with careful multi-view trajectory designs, even with sparse historical data. From
this perspective, we empirically observe the applicability of contrastive learning in sequence rec-
ommendation/planning problems beyond single item recommendation that have recently been
studied extensively [39, 56, 70].

5.6 Ablation Study

We now investigate the effect of individual components in CTLTR. To this end, we conduct an
ablation study through implementing the following variants:

• CTLTR-Base: This is a basic model that only uses the hierarchical response generator de-
scribed in Section. 4.1.3 for tour recommendation, i.e., there are no data augmentation oper-
ations and pre-training with MIM.
• CTLTRw/oAug:This does not incorporate the augmented data for training, i.e., contrastive
trajectory pre-training is performed on the original data.
• CTLTR w/o PT: This does not model POI-trajectory mutual information during pre-
training.
• CTLTR w/o ST: This is another variant without modeling segment-trajectory correlations.
• CTLTR w/o CL: This is a variant omitting both POI-level (PT) and segment-level (ST) con-
trastive learning. Note that this method keeps the augmented trajectory data during training.

As presented in Figures 2 and 3, we have the following insights that enable us to understand
how contrastive learning facilitates the learning of user visiting patterns. Overall, several main
components of CTLTR contribute differently to the tour recommendation results. For example,
the Base model’s performance is competitive compared with the previous baselines, although it
achieves the lowest scores among the variants. Recall that the Base model employs a simple hi-
erarchical response generator to recursively reduce the searching space. This result suggests that
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Fig. 2. F1 results of ablation study.

Fig. 3. Pairs-F1 results of ablation study.

the hierarchical model borrowed from language generation can boost tour planning performance
even without data augmentation and contrastive trajectory learning.
Moreover, we can see that data augmentation plays a crucial role in the proposed model, as it

significantly enriches the training data that are usually sparse and extremely imbalanced. We have
employed a straightforward trajectory augmentation method that intercepts the subsequences of
original trajectories, which is essentially a subtrajectory resampling strategy for balancing the
trajectory distributions. Besides, it provides amulti-view of original visiting histories and enhances
the model robustness in learning user interest preferences. However, we also note that the data
augmentation substantially changes the trajectory distribution that may result in inductive bias.
This also raises an open problem, i.e., how to de-bias themodel while preserving data augmentation
benefits, which is left for our future work.
As the main contribution of this work, contrastive trajectory learning indeed benefits user pref-

erence learning. The two pre-training strategies, i.e., PT and ST, help learn better POI and tra-
jectory representations for downstream tasks, e.g., tour planning in this article. Among the two
correlation modeling methods, ST (segment-trajectory) mutual information is relatively more im-
portant, which is not unexpected, since it captures the coherence of visiting orders compared to
POI-level contrastive learning (i.e., POI-trajectory correlation). When looking at the difference be-
tween CTLTRw/o Aug and CTLTRw/o CL, we can see that themutual information learningwould
manifest the advantages of contrastive learning on the augmented data rather than on the orig-
inal trajectories (we note that the contrastive learning is performed on the original trajectories
in CTLTR w/o Aug). This result is in line with the observations in computer vision and graph-
structured data, i.e., self-supervised data learning requires manually designed and task-specified
data augmentation [48, 55, 58].

5.7 Model Analysis

5.7.1 Influence of Negative Samples. To further determine the effect of contrastive learning on
self-supervised learning, we performed a series of experiments to find a better sampling strategy.
During the sample processing of contrastive learning, we take different quantities of negative

ACM Transactions on Intelligent Systems and Technology, Vol. 13, No. 1, Article 4. Publication date: November 2021.



4:20 F. Zhou et al.

Fig. 4. Effects of negative samples. Note that when # of negative samples equals to zero, the model degener-

ates to CTLTR w/o CL. When # of negative samples equals to |L| − 1, the model is CTLTR w/o ST.

Table 7. The Effect Analysis of Gumbel Noise

Flickr Dataset

Metric System Edinburgh Glasgow Osaka Toronto

F1 score
Normal greedy 0.845 ± 0.169 0.867 ± 0.168 0.882 ± 0.148 0.865 ± 0.152

+Noise 0.853 ± 0.151 0.874 ± 0.147 0.889 ± 0.142 0.874 ± 0.141

Pairs-F1
Normal greedy 0.714 ± 0.281 0.795 ± 0.283 0.818 ± 0.256 0.831 ± 0.218

+Noise 0.729 ± 0.277 0.807 ± 0.267 0.834 ± 0.236 0.850 ± 0.210

samples to figure out their influence on four datasets based on CTLTR w/o ST. Specifically, in the
pre-training stage (cf. Section 4.3.1), after masking the POI, we change the negative sample space to
affect the number of negative samples. Since we use incorrect POIs as negative samples, we change
their number from 0 to |L| − 1 (recall that |L| is the number of POIs). Both F1 score and Pairs-F1
score indicate that the more negative samples, the better the performance of contrastive learning.
The results (cf. Figure 4) demonstrated that increasing the number of negative samples within a
certain limit could effectively improve the performance of downstream tasks [7, 25].We conjecture
that a quantity of negative samples could help themodel recognize the difference between negative
samples and anchor and reduce their MI, thus improving the prediction accuracy (cf. Equation (3)).

5.7.2 The Effect of Gumbel Noise. Recall that CTLTR leverages Gumbel noise [60] to relieve
the overfitting problem when selecting POIs caused by data sparsity, which allows us to sample
from discrete distribution and estimate the maximum a posteriori more easily. To investigate the
influence of the Gumbel noise, we conduct a comparison experiment to study the effect of Gumbel
noise. To ensure the results’ reliability, we ran 10 times experiments and reported the averaged
scores, as illustrated in Table 7. Compared with the method that directly selects the next POI with
the highest probability, adding Gumbel noise yields an increase of 0.7% and 1.6% in terms of F1
score Pairs-F1 score, respectively, on the Osaka dataset.

In addition, the method of selecting the POI with maximum probability after the Gumbel noise
is more stable, e.g., its standard errors on F1 and Pairs-F1 decrease 0.6% and 2.0% in Osaka dataset.
This demonstrates the effectiveness of Gumbel-Max technique in improving the sequence recom-
mendation using the reparameterization trick, as it provides a more efficient and robust approach
to sample from a categorical distribution.
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Fig. 5. Influence of temperature value (Osaka dataset).

Fig. 6. Influence of trajectory length.

Moreover, the temperature factor controls the softness of the Gumbel-softmax. The higher the
value, the smoother the generated distribution and the closer to the uniform distribution. In con-
trast, the lower the temperature, the closer to the discrete one-hot distribution. To find the optimal
temperature value, we vary the temperature value in {0.2, 0.4, 0.6, 0.8, 1} on Osaka. The results are
shown in Figure 5. Therefore, we empirically set the temperature value to 0.4 in our model.

5.7.3 Influence of Trajectory Length. In our model, the trajectory length is specified by the
query. Figure 6 reports the influence of trajectory, which shows that trajectory length is an essen-
tial factor affecting the recommendation performance, i.e., the longer the trip length, the lower the
values of the two metrics. This result is intuitive, since our model, as well as previous methods,
recommend trips iteratively, which may accumulate errors if the initial generated POIs are incor-
rect. It also raises an open problem in the trip recommendation, i.e., how to alleviate the negative
impact of inaccurate POIs on the final generated trip, which is left as our future work.

5.7.4 Time Efficiency. Figure 7 illustrates the training time of the different models. We note that
the approaches for solving orienteering problem (e.g., PersTour and PersQueue) are omitted, as
they are too time consuming.Markov-based and rank-basedmethods requiremore time to estimate
the pairwise transition distribution and explicitly rank the POIs. DeepTrip is efficient in learning
user transition patterns and visiting preferences; however, it needs to learn trajectory distributions
in an adversarial learningmanner, which is computation intensive and sometimes cannot converge,
primarily because of the sparse and imbalanced data property. As for our models, the CTLTR-Base
is fast due to its simple architecture. After data augmentation and contrastive trajectory learning,
CTLTR may incur the extra computational cost, which is insignificant in comparison to posterior
inference in DeepTrip and the ranking cost in rank-based approaches.
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Fig. 7. Efficiency comparisons among different models.

Fig. 8. Parameter tuning in CTLTR. Left: F1 score with initial learning rate. Right: F1 score with hidden size.

5.7.5 Training Details. We now discuss the impact of two parameters on training process—the
initial learning rate and the LSTM hidden size—reflected in terms of F1 scores. For the initial learn-
ing rate, as illustrated in the left of Figure 8, we fix the hidden size as 64 and vary the initial learn-
ing rate from {0.02, 0.04, 0.06, 0.08, 0.1} on Osaka dataset. For the hidden size shown in the right of
Figure 8, we fix the initial learning rate as 0.1 and tune the hidden size from {32, 64, 128, 256, 512}.
After balancing the overfitting problem and the efficiency, we empirically select 0.1 and 64 as the
initial learning rate and hidden size, respectively.

5.7.6 Discussion. As noted, the intuitive way of trajectory data augmentation based on subse-
quence sampling essentially provides a single view of the original data; however, augmenting the
trajectory data to suppose multi-view contrasts provides more robust and permutation invariant
representations. For each trajectory, ourmodel samples negative POIs randomly from the other tra-
jectories, introducing bias due to the imbalanced POI visiting frequency, and we note that correct-
ing the bias using the unweighted samplingmethod requires prior knowledge of the POI/trajectory
distribution. Another subtle observation is that the positive samples are already very close and the
negative samples are already far away, thus further optimizations are not needed.

6 CONCLUSION AND FUTURE WORK

In this article, we proposed CTLTR, a self-supervised trip recommendation model based on the
contrastive method. We adopted the hierarchical recurrent neural network to construct our base
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model and devise data augmentation operations as the preliminary of contrastive learning. Based
on the mutual information maximization principle, we designed two self-supervised learning ob-
jectives to learn human transition patterns and user interests over tours. Extensive experiments
conducted on four real-world datasets demonstrated the effectiveness of our method in recom-
mending more accurate tours in terms of both POI correctness and visiting orders, compared with
the existing related methods. In addition, we examined the performance of our method through
ablation study and parameters tuning.
We have several extensions planned for future work. We are interested in exploring more sys-

tematic methods for human trajectory augmentation beyond subsequences used in this article. As
mentioned, our first challenge is how to de-bias the model while preserving the benefits of data
augmentation. Another interesting challenge is to learn more discriminative data representations
in the latent space by incorporating “hard” (both positive and negative) samples during contrastive
learning.
In addition, we will attempt to address two global and complementary categories of challenges.

One of them will investigate the problem of preventing the trip recommendation from forming a
closed-loop in the deep neural network. The other kind of challenge will investigate the trade-offs
between learning-based approaches and querying-based approaches in terms of overheads arising
from incorporating multiple contexts.
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