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Abstract—Online crowdfunding platforms have been gaining
increasing popularity due to their convenience in soliciting social
capital from the public. These platforms offer valuable opportu-
nities for fundraisers to bring their creative products to life and
support pro-social projects. However, the relatively low success
rate of crowdfunding campaigns highlights the need for better
strategies. While existing studies have explored various factors
that contribute to crowdfunding success, they often overlook the
intricate relationships between different aspects of crowdfunding.
In this paper, we propose a novel model called Commonality
Augmented Multimodal Disentanglement (CAMD) for predicting
crowdfunding success. It can disentangle the roles of different
data modalities, separating common factors from specific ones.
Besides, we enhance the disentangled commonality using an
augmentation network to achieve balanced representation of the
skewed interrelations between different modalities. At last, we
introduce a cross-attention-based multimodal fusion mechanism
that further improves model performance by highlighting the
crucial role of crowdfunding attributes. Experiments conducted
on two large-scale crowdfunding datasets demonstrate the effec-
tiveness and generalizability of our model.

Index Terms—Crowdfunding success prediction, multimodal
disentanglement, data augmentation.

I. INTRODUCTION

Crowdfunding presents valuable opportunities for both in-
dividuals and entrepreneurs to raise capital from the public.
However, crowdfunding projects face challenges such as a
low success rate and difficulty in reaching their funding goals
[1], [2]. This issue hinders the overall growth and potential
of crowdfunding as a financing method. To address this
challenge, the concept of crowdfunding success prediction has
emerged, aiming to help fundraisers organize their campaigns
more effectively [3], [4]. In addition, it can provide valuable
insights to crowdfunding platforms, enabling them to make
more accurate and strategic recommendations, ultimately en-
hancing their social impact and financial success [5], [6].
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Previous research has delved into the determinants of
crowdfunding success from various perspectives. Several stud-
ies have explored the impact of linguistic style on crowd-
funding success [7], [8]. Others have investigated the role of
visual cues in attracting investors [9], [10]. Beyond individual
components, some studies have taken a holistic approach,
combining textual, visual, and social information to predict
crowdfunding success based on social capital, human capital,
and processing level theories [4], [11]. Furthermore, models
have been built to predict crowdfunding success using deep
neural networks, such as MDL [12] and DCAN [13].

However, existing methods face several notable limitations.
Visual and textual cues are two critical content modalities
used to convey the appeal and quality of the crowdfunding
project. Each modality contributes uniquely, e.g., text presents
detailed background information and desired outputs, while
images vividly showcase products or crowdfunding causes.
Besides, the synergy between modalities manifest through the
latent dependency between them, e.g, the impact of tone could
be amplified by using complementary hues. While it is hard
for hand-crafted feature engineering methods to capture such
complicated interactions, existing deep crowdfunding methods
also fail to capture the latent relation of modalities. For
example, the oversimplified structure of MDL [12] struggle to
mining both the unique and synergetic effect of modalities, and
DCAN [13] fuses modalities without consideration of synergy.

Disentangling multimodal data is an effective approach
for thoroughly uncovering the latent structure within inher-
ently heterogeneous modalities [14]-[17]. For instance, in
[14] the researchers disentangles the multimodal data into
modality-invariant and modality-specific space, corresponding
to synergetic (commonality) and complementary (specificity)
effects, respectively. The synergetic effect, often referred to
as commonality, is readily apparent in typical applications of
disentanglement, such as video sentiment analysis. In such
cases, textual, visual, and acoustic modalities are all derived
from the same video segment, yielding to aligned semantics.
However, in the context of crowdfunding, modalities have
relatively weak dependencies, without mandatory restrictions
on their semantics. The lack of inherent alignment makes it
difficult to identify and extract commonalities, posing a unique



challenge in crowdfunding disentanglement.

To address the above two challenges, we propose a novel
commonality augmented approach aimed at magnifying ob-
servations related to disentangled commonality, which plays
an important role in enhancing the efficiency of Al models
while also improving their robustness [18]-[20]. For example,
LeMDA [18] suggests augmenting multimodal representation
in latent feature spaces without constraints on the identities
and associations of modalities. In light of this, we incorporate
variational autoencoders (VAE) into multimodal disentangle
learning, which augments the commonality demonstrated in
the latent modality-invariant space. It allows us to strike a
subtle balance between dominant specificity and relatively
insufficient commonality, making the disentangled process
more effective in context of complex crowdfunding dynamics.
Besides, we design a cross-attention-based multimodal fusion
method to learn crowdfunding modalities as well as their inter-
actions and complementarity, enabling us to obtain interactive
and comprehensive representations of crowdfunding data, and
achieve improved success prediction performance.

In summary, we make the following contributions: (1)
We propose a novel Commonality Augmented Multimodal
Disentanglement framework (CAMD) for improving the
crowdfunding success prediction performance. CAMD dis-
entangles the intricate effects within crowdfunding data into
commonality and specificity components. (2) Furthermore,
it simultaneously magnifies the disentangled commonality
through a commonality-augmented network within an invariant
space, thereby facilitating balanced disentanglement learning.
(3) We introduce a cross-attention mechanism to fuse metadata
and modality representations, allowing for a comprehensive
exploration of the interaction and complementarity of meta-
data and content modalities on crowdfunding success pre-
diction. (4) Extensive experiments conducted on two large-
scale crowdfunding datasets demonstrate the effectiveness and
generalizability of CAMD.

II. METHODOLOGY

Problem Statement. Online crowdfunding operates primarily
in two major modes, namely “All-Or-Nothing” and “Keep-
It-All” [21]. The former mandates reaching the fundraising
goal to receive funds, while the latter permits fund with-
drawal regardless of fundraising progress. Previous research on
crowdfunding success prediction has predominantly focused
on binary classification — classifying projects as either success-
ful or failed based on whether fundraising goals are met within
a predefined time period. However, this binary setting does
not adequately capture the dynamics of “Keep-It-All” projects
and introduces biases towards overfunded or nearly successful
projects. We formulate crowdfunding success prediction as a
regression problem, where the goal is to predict the amount
of funds raised. Specifically, for N crowdfunding projects
denoted as C = {c1, ¢, ..., cn}, each project ¢; is associated
with a variety of multimedia content. This includes textual
project description T}, visual campaign photo P;, and project
metadata M;. Our primary objective is to build a prediction

model capable of learning from multimodal crowdfunding
content to estimate the amount of money raised, y;.

Framework Overview. The proposed CAMD model con-
sists of four main components: (1) feature extraction from
multimodal crowdfunding content; (2) disentangled learning
on modality-invariant and modality-specific spaces; (3) cross-
attention-based multimodal fusion; and (4) invariant augmen-
tation on the commonality representation. At last, we optimize
CAMD via a task loss, a disentanglement loss, and an aug-
mentation loss. An overview of CAMD is illustrated in Fig. 1.

A. Crowdfunding Feature Extraction

Crowdfunding projects typically have three types of content:
(1) metadata: This includes essential project attributes such as
fundraising goal, category, country, number of words, number
of photos, and crowdfunding mode. The categorical features
are processed via one-hot encoding; (2) textual content: The
textual content of crowdfunding projects is derived from the
project description. Following [12], [13], we use GloVe [22]
to generate a 300-dim embedding for each word in T;. These
embeddings are then aggregated into a comprehensive textual
embedding t; by applying an average pooling operation;
(3) visual signals: Visual cues of crowdfunding projects
are mainly conveyed through the cover photos. To extract
semantic information from these images, we employ a pre-
trained ResNet-152 [23], which generates a 2048-dimensional
embedding p; for each cover photo P;.

B. Multimodal Content Disentanglement

Visual and textual signals play crucial roles in crowdfunding
campaigns, serving as essential means to convey information
to potential investors and donors [24]. These content elements
significantly impact the success of crowdfunding campaigns,
both within their respective modalities and through their
cooperative interactions. We disentangle the extracted mul-
timodal features into two distinct spaces: modality-invariant
and modality-specific. The modality-invariant space captures
the commonality between visual and textual crowdfunding
content. Meanwhile, modality-specific spaces are designed to
encapsulate the unique characteristics of each modality, con-
tributing to the overall success of the crowdfunding campaign.

To achieve the abovementioned disentanglement, we first
unify the dimensionality of visual and textual embeddings.
For high-dimensional visual embedding p;, we map them to
a lower-dimensional space p; = Convld (AE (p;)) using a
combination of an autoencoder and a 1D convolution layer.
For textual embedding t;, we directly feed them to a fully-
connected (FC) layer: t, = FC (t;). After the dimension align-
ment for both content modalities, we proceed to project them
into modality-invariant and modality-specific spaces. This is
done through a commonality encoder Enc, and two specificity
encoders Enc; and Enc,. The commonality encoder aims
to capture the consistent crowdfunding semantics in both
visual and textual modalities, while the specificity encoders
are more focused on individual modalities and their relations
to crowdfunding success.
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Fig. 1: Overview of our proposed model.

Commonality and specificity representations are defined as:
p‘ = Encc(p/§ 90) (D
p° = Enc,(p’;6p) )
where the common encoder Enc,(+;0.) shares the same pa-

rameters 6. through two modalities, while specific encoders
have different parameters 6; and 6, for each modality.

t° = Enc.(t';0.),
t° = Ency(t';6;),

C. Fusion & Prediction

Now the disentangled representations are fused together
to generate a joint modality representation. We obtain com-
monality representation h, = t° & p® by concatenating rep-
resentations in modality-invariant subspace, considering the
semantic similarities they demonstrated. Specificity represen-
tations, on the other hand, capture unique characteristics of
each modality. We implement a bidirectional cross-attention
layer between them to exploit the complementary informa-
tion, hy = CrossAttn(t®,p®). The final representation of
modalities is obtained as h = h, @ h,.

Furthermore, a cross-attention between metadata m and h
is performed to explore the synergetic effects between crowd-
funding content and metadata: h’ = CrossaAttn(h,m). At
last, the task prediction is obtained by § = FC(h').

D. Invariant Augmentation

Compared with the well-captured specificity, the model’s
observation towards commonality is relatively suppressed. To
ensure fair disentanglement on skewed modalities, we propose
to use another data augmentation network DA in parallel
with disentanglement network to magnify the synergetic ef-
fect within modalities. The augmentation network DA takes
the commonality representation h. as input,and outputs an
augmented commonality representation hEA. Specifically, the
network is constructed in a variational inference manner [25],
where we have FC-based encoder and decoder for learning an
augmented representation h?* = DA(h,). The commonality
within modalities is augmented and the imbalance between
two spaces is better controlled.

During training, we first obtain two commonality repre-
sentations h. and hEA for each project ¢;. Then we feed
them through the rest of the fusion network and obtain two
predictions 7 and §P*, which are evaluated together with y.

E. Optimization
The overall optimization of CAMD is by minimizing:
Lall = L:task + Edisentangle + Eaugment- (3)

Task Loss. A standard regression loss — mean squared error
(MSE) — is used to evaluate model performance:

Etask = MSE(Q; y) + MSE(:&DAa y) (4)

Disentanglement Loss. This loss ensures the disentangled
encoders to correctly capture decoupled modality information:

‘Cdisentangle - a(ﬁsim + ﬁdiff + Lrecon)- (5)

Specifically, Lqm is the consistency constraint ensuring
generated common representations capture similar semantics,
Lgitr ensures that the information learned by commonality
and specificity representations are not overlapping, and L econ
prevent trivial information learning. We have them defined as:

1
Lgm = 1 —cos(t®, p°),  Lrecon = = Z MSE(u’, 0),
ue{t,p}
1
Life = g(max((),cos(ts,ps)) + Z max (0, cos(u®, u’)))
ue{t,p}

(6)

where L, and Ly are realized by minimizing the cosine
embedding loss, Lcon minimizes the MSE between raw
modality representation uw’ and disentangled representation
i = Dec(u°@u’; ), where u € {t,p}, Dec(+;0) is a decoder.
Augmentation Loss. Augmentation network is optimized by:

Eaugment = _BlﬁtDssk + BZ(ACconsist + £VAE)7 (7)

where (1, (B2 are hyper-parameters controlling augmentation
effect. The first term —£P2, maximizes the task loss made



TABLE I: Descriptive statistics of datasets.

Dataset # projects  “Keep-It-All”  avg goal  avg raised
GoFundMe 14,203 100% 7,385 3,672
Indiegogo 5,804 91.4% 7,435 2,230
GoFundMe Indiegogo
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Fig. 2: Crowdfunding success prediction results. We run each
model five times and report mean values with std.

by augmentation network, encouraging original network to
be updated through augmented representations in an adver-
sarial way. L.onsist preserves semantic structure of network
input by restricting distributional discrepancies of original
and augmented representations, where we achieve it through
minimizing the L, distance between h, and th)A. Lyag 1s used
to regularize augmentation network, we only adopt the KL
regularizer on the encoder distribution.

III. EXPERIMENTS

Experimental Setup. We evaluate our model on GoFundMe
[26] and Indiegogo [27]. GoFundMe’s backers contribute to
projects without expecting any financial return and all the
projects are following the “Keep-It-All” mode. Moreover,
GoFundMe projects have no specified time limit and users
are at liberty to contribute for as long as the project remains
active. Indiegogo is a leading reward-based platform, where
backers contribute to projects in exchange for tangible or
intangible rewards. Yet Indiegogo provides both “Keep-It-All”
and “All-Or-Nothing” modes, and the former is more favored
by fundraisers. Projects without description or cover photo are
removed, and the prediction time is 30 days, a typical deadline
for crowdfunding projects [1]. See data statistics in Table I.
To demonstrate the effectiveness of our proposed model,
we compare it with the following baselines: (1) an MLP

TABLE II: Ablation Results (RMSE)

Dataset CAMD  w/o fusion w/o disen.  w/o augment
GoFundMe  0.7160 0.8646 0.7219 0.7199
Indiegogo 1.6140 1.7754 1.6498 1.6449
0.724 GoFundMe Indiegogo
0.722 1.660
L, 0720 1.640
% 0.718 -—-—./ T e —
0.716 1.600
0.714 1.580

0.001

0.005  0.01 0.05 0.1 0.001 0.005 0.01 0.05 0.1
a a

(a) a: disentanglement effect.

0.1 0.001

0.05 0.005 0.1
0.01
1 B 0.05 0.05 Ba
0.1 o0.01
RMSE
0.716 0.717 0.718 1.614 1.615 1.616

(b) B1 and (B2: augmentation effect.

Fig. 3: Hyperparameter analysis.

model with textual, visual, and metadata as input features
concatenated; (2) deep multimodal learning methods: TFN
[28], RAVEN [29] and OGM-GE [30]; (3) dedicated mul-
timodal crowdfunding success prediction methods: MDL [12]
and DCAN [13]. For a fair comparison, all baselines use the
same input features as our model. We use Rooted MSE and
mean absolute error (MAE) as metrics.

Performance Comparison. The prediction performance com-
parison results on the two datasets are shown in Fig. 3. Our
proposed CAMD model consistently outperforms all baselines
across datasets, in terms of both RMSE and MAE metrics.
Upon which, we argue that the deficiency of baselines is
two-fold. First, our commonality augmented disentanglement
learning framework is more suitable and effective for crowd-
funding success prediction than other methods. MDL simply
concatenates features from different sources, failing to capture
intricate crowdfunding multimodal interrelations; the cross-
attention between textual and visual information implemented
by DCAN is unable to extract balanced multimodal represen-
tations. Second, the importance of metadata features is under-
estimated by previous works, which simply fuse metadata with
other modalities or disengage metadata directly. By contrast,



our proposed CAMD not only achieved balanced multimodal
representations via modality-invariant and modality-specific
spaces, but also introduced an invariant augmentation network
to further enhance prediction performance.

Ablation Study. To investigate the roles of the important
components in CAMD, we conduct ablation studies by re-
moving one component at a time and observing performance
changes. Specifically, (1) CAMD w/o fusion: we replace the
fusion module with naive concatenation between textual, vi-
sual, and metadata features; (2) CAMD w/o disentangle: the
multimodal content disentanglement module is replaced by
a cross-attention network; (3) CAMD w/o augment: the data
augmentation network on commonalities is removed, retaining
only disentanglement. Table II shows that the fusion network
is critical for prediction. It is evident that different modalities
between multimodal content exhibit complex interrelations and
simple fusion networks are insufficient to capture rich seman-
tics behind crowdfunding content. In addition, our disentangle-
ment module outperforms the tangled cross-attention network,
highlighting the need to separately model commonality and
specific representations. The augmentation network reconciles
skewed modalities, improving multimodal representation.
Hyperparameter Analysis. To analyze the effects of balanc-
ing hyperparameters «, (31, and 5, we tested various values, as
shown in Fig. 3. The optimal values are o = 0.01, 5; = 0.05,
and 5_2=0.1.

IV. CONCLUSION

In this work, we introduce a novel multimodal disen-
tanglement framework CAMD that features a commonality-
specificity disentangled network within an invariant augmen-
tation for crowdfunding success prediction. Our model disen-
tangles the multimodal crowdfunding content into modality-
invariant and modality-specific spaces and incorporates a
cross-attention network to fuse metadata and multimodal rep-
resentations. Extensive experiments on two large-scale datasets
verified the effectiveness and generalizability of CAMD.
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