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Information diffusion prediction is a fundamental task for a vast range of applications, including 
viral marketing identfication and precise recommendation. Existing works focus on modeling 
limited contextual information from independent cascades while overlooking the diverse user 
behaviors during the information diffusion: First, users typically have diverse social relationships 
and pay more attention to their social neighbors, which significantly ifluences the process of 
information diffusion. Second, complex temporal ifluence among different cascade sequences 
leads to unique and dynamic diffusion patterns between users. To tackle these challenges, we 
propose MetaCas, a novel cascade meta-knowledge learning framework for enhancing information 
diffusion prediction in an adaptive and dynamic parameter generative manner. Specifically, we 
design two meta-knowledge-aware topological-temporal modules -- Meta-GAT and Meta-LSTM -- 
to extract cascade-specific topological and temporal user interdependencies inherent within the 
information diffusion process. Model parameters of topological-temporal modules are adaptively 
generated by the constructed meta-knowledge from three important perspectives: user social 
structure, user preference, and temporal diffusion ifluence. Extensive experiments conducted on 
four real-world social datasets demonstrate that MetaCas outperforms state-of-the-art information 
diffusion models across several settings (up to 16.6% in terms of Hits@100).

1. Introduction

Online social media platforms, such as Twitter, Weibo and Reddit, have enriched real-time communications among individuals 
and enabled timely access and sharing of information of interest. Upon receiving information contents (e.g., microblogs, news, and 
videos), users often further disseminate them through the underlying social network, resulting in an information cascade of user 
activations [1]. Predicting information diffusion has become a fundamental undertaking in various applications on social platforms. 
For example, recommender systems [2] could benfit from predicting user engagement to formulate effective marketing strategies. 
Furthermore, this task offers diverse benfits, from helping users navigate information overload to improving real-world applications, 
including personalized recommendation [3], and micro-video popularity prediction [4].
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Fig. 1. (a) An example to illustrate the task of information diffusion prediction. (b) An illustration of diverse user interests pertaining to various user-generated content. 
(c) Visualization of information diffusion processes on the social network depicted in subplot (a).

As shown in Fig. 1(a), information diffusion prediction aims to identify the potential users who are likely to share the information 
by modeling the previous user sharing process, which can be broadly grouped into three categories: (1) Independent cascade (IC)

based methods rely on the assumption of independent diffusion, and directly calculate diffusion probabilities using pre-designed 
models, such as the IC model and Linear Threshold (LT) model; (2) Feature engineering-based methods focus on leveraging various 
cascade-related features to model the information propagation, e.g., social graph [5], and time attribute [6]; (3) Deep learning-based 
methods primarily apply advanced learning architectures to improve the diffusion propagation modeling. Numerous modern neural 
architectures, such as recurrent networks [7], and graph learning networks [8], have been employed or adapted to learn social 
correlations and non-sequential long-term diffusion dependencies for information diffusion prediction.

Challenges. Despite the remarkable performance of existing diffusion models, they typically rely on the assumption that infor

mation cascades have independent and invariant diffusion behaviors, and generally adopt a static learning paradigm, i.e., a diffusion 
model shares the same model parameters among all information cascades to learn social dependencies and temporal ifluences. 
However, this assumption presents two significant drawbacks: (1) Failing to consider diverse user social dependency. The social 
homophily theory [9] suggests that social relationships are more likely to happen between users who share common interests, re

sulting in different social dependencies across distinct users. First, users are more likely to be exposed to online content that matches 
their interests. For example, in Fig. 1(b), Olivia demonstrates a preference for reading and sharing scienc-fiction material on online 
social platforms. Conversely, Bob tends to publish and consume content related to football. When a source user publishes World 
Cup-related content, Bob is more inclined to share the specific World Cup-related content compared to Olivia. Second, users tend 
to pay more attention to content posted by their social neighbors. For example in Fig. 1(c), when user 𝑢1 posts a new tweet, the 
message swiftly spreads to 𝑢1 ’s neighbors (𝑢2 and 𝑢3) and may further impact their social behaviors (e.g., comment, like, and re

share). Complementary, 𝑢6 and 𝑢8 are more susceptible to 𝑢7 than 𝑢1. Considering a large social network with tens of thousands of 
users, the social dependencies in the network are highly diverse, especially when we take user interest into account. (2) Overlooking 
complex temporal ifluence. Depending on the dynamic information cascade states and time attributes, the temporal correlations 
between users in a cascade change over time. Users can browse new information content from their social neighbors at different 
times depending on many factors (e.g., lifestyle and mood), resulting in distinct cascade evolution of activated users. Furthermore, 
information content posted by the same user may develop to distinct propagation dynamics given different types of user interests 
and behaviors. Consequently, simply using the same model parameters across all cascades can hardly capture the specific character

istic of each cascade from different distributions. Meanwhile, the learned diffusion patterns can be highly biased against individual 
users, especially for those inactive ones. This is because existing works neglect the cascade heterogeneity and the diversity of social 
dependencies, as well as temporal ifluence.

To tackle the aforementioned challenges, we propose MetaCas, a Meta-knowledge-aware framework that generates Cascade

specific model parameters to extract the diverse topological-temporal dependencies for enhancing information diffusion prediction. 
Specifically, we regard each individual information cascade prediction as a single task and transform it into a new-task adaptation 
problem. As shown in Fig. 2, we first design two meta-knowledge learners, i.e., Structure Meta Knowledge Unit (SMK-Unit) and Dy

namic Meta Knowledge Unit (DMK-Unit), in term of users and information cascades. These learners separately extract meta-knowledge 
rflecting user social dependency and cascade temporal ifluence from user attributes (i.e., social network and user-item network) 
and cascade attributes (i.e., time and users involved in the cascades). Second, different from existing diffusion models [1], we pro

pose a function-level sharing scheme based on dynamic adaptive parameter generation. We generate customized and adaptive model 
weights for topological-temporal modules (Meta-GAT and Meta-LSTM). Moreover, Meta-GAT and Meta-LSTM are designed to capture 
the diverse topological-temporal correlations of users activated in the information cascade. With such designs, MetaCas equipped with 
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Fig. 2. The insight of MetaCas. First, the structural meta-knowledge learner extracts user-related meta-knowledge rflecting the user social dependency from user 
attributes, including the social network and user-item network. Second, the dynamic meta-knowledge learner captures cascade-related meta-knowledge rflecting 
cascade temporal ifluence by considering cascade attributes like timestamps and users involved in the cascades. Finally, customized and adaptive model weights are 
generated for each cascade, enabling two topological-temporal modules (Meta-GAT and Meta-LSTM) to effectively capture the diverse topological-temporal correlations 
during the information diffusion processes.

two meta-knowledge learners not only extracts rich information of user preferences from historical interactions, but also incorporates 
valuable cascade semantic knowledge, enhancing information diffusion prediction. Our contributions are fourfold:

• We propose a novel meta-knowledge-aware framework named MetaCas for information diffusion prediction. To learn dynamic 
user social structures and complex temporal ifluences in information diffusion, MetaCas is composed of two meta-knowledge 
learning networks, Meta-GAT and Meta-LSTM. It leverages three cascade-related attributes, including social structure, user pref

erence, and temporal ifluence to generate dynamic model weights that improve the cascade representation learning.

• Meta graph attention network (Meta-GAT) is designed to learn user interdependencies from the underlying social network along 
with user preferences learned from the user-item interaction network. In addition, the model weights generated from the structure 
meta-knowledge learner enable the Meta-GAT to more accurately capture diverse topological correlations of users and cascade

related attributes. 
• Meta long short-term memory (Meta-LSTM) is designed to learn time-varying diversities of activated users in information cascade. 

The model parameters are adaptively generated from the dynamic meta knowledge learner that allows the model better learn 
the temporal user ifluence on cascade evolution.

• Extensive experiments conducted on four real-world social datasets show that MetaCas significantly improves the information 
diffusion prediction performance, up to 16.6% in Hits@100, compared to state-of-the-art diffusion baselines. The source code of 
MetaCas and four datasets are released at https://github.com/CZ-TAO12/MetaCas.

The remainder of this work is organized as follows. We review the literature in Section 2 and introduce preliminaries including 
problem definition in Section 3. The overall framework of the proposed MetaCas as well as model details are described in Section 4. 
In Section 5, we present performance evaluations, ablation studies, parameter analyses, and case studies between our model and 
baselines. At last, we conclude our work and point out future directions in Section 6.

2. Related work

2.1. Information diffusion prediction

Existing works primarily focus on inferring the future propagation state of an information item based on the temporaly-ordered 
sequence of affected users and other relevant knowledge (e.g., the underlying social network) [1]. Previous works addressing this 
problem mainly follow three directions: independent cascade (IC)-based methods, feature engineering-based methods, and deep 
learning-based methods. (1) IC models [10] make the diffusion prediction with an independence assumption: every user-pair has an 
independent diffusion probability [11]. However, this oversimplfies the complex nature of the information diffusion process, ignoring 
user heterogeneity and user interests and results in a poor performance for the prediction model on real-world datasets. (2) Feature 
engineering-based methods aim to identify informative users and cascade features and incorporate extracted features into models 
such as decision trees and support vector machines for diffusion prediction. Researchers have found that content, user prfile, social 
ties, and temporal features are predictive features for information diffusion prediction [12]. Nonetheless, this kind of models rely 
on hand-crafted features and a high feature quality requires great effort and expert domain knowledge. Consequently, they are less 
generalized to new data domains. (3) Deep learning-based models [13] adopt an end-to-end framework that automatically learns user 

https://github.com/CZ-TAO12/MetaCas
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dynamics and relevant knowledge. Among them, temporal models [13] project the diffusion process on social relationships and use 
specific mechanisms such as gating and attention [14] for performance improvements. Graph-based models learn diffusion structures 
by constructing various local and global graphs. For example, dynamic graph [15], hypergraph [16] and sequential hypergraph [17] 
are utilized to enhance user feature learning.

However, these models typically make homogeneity assumptions and overlook diverse spatial-temporal correlations within the 
information diffusion process, including diverse user preference and complex temporal ifluence. In contrast, MetaCas is design 
to introduce cascade meta-knowledge learned from cascade-related attributes (i.e., social structures, user preference, and temporal 
ifluence) via introducing two independent meta-knowledge learners, while modeling diverse structural-temporal correlations within 
cascades for enhancing information diffusion prediction.

2.2. Graph representation learning

Graph representation learning (GRL) is an emerging topic in information cascade analysis and prediction, which models the social 
roles and relationships between users in the information diffusion process. GNNs [18] are a family of GRL methods that have been 
successfully applied to analyze graph-structured data. GNNs typically follow a recursive neighborhood aggregation mechanism to 
capture the structural information within nodes’ neighborhoods. Graph convolutional networks (GCN) [19] is a classical GNN-based 
framework, which simplfies the graph convolution operation in ChebNet and designs a generic and efficient convolution operation 
for graph data. Since GCN considers all the neighbors of a node equally important during aggregation, it is hard to accurately model 
a large noisy graph. Graph attention network (GAT) [20] incorporates attention mechanism into the neighborhood information 
propagation step to improve the performance of GCN, which specfies each neighbor of a node with a unique attention coefficient.

As for information diffusion prediction task, FOREST [6] constructs a structural context extraction strategy based on the neighbor

hood aggregation method of GCN to further characterize the ifluence of the underlying social network. DyHGCN [15] captures the 
dynamic graph structural representations on the global social graph and then extracts the representation vector of the target node that 
is inserted into the time-aware attention layer for diffusion prediction. MS-HGAT [17] utilizes hypergraphs to depict time-varying 
users’ interaction preferences in the information diffusion process.

However, existing GRL-based diffusion models primarily aim to model the current time-order diffusion sequence based on the 
independent and invariant diffusion assumptions but ignore the diffusion dynamics and diverse spatio-temporal correlations within 
the diffusion process. Different from prior works’ limited consideration of ifluencing factors, we focus on three important cascade

related attributes -- social connection, user preference, and temporal ifluence -- that affect the state of information propagation. We 
construct parameter adaptation mechanism for different cascades to learn various propagation patterns and predict the information 
diffusion more accurately.

2.3. Meta knowledge learning

Meta knowledge learning (MKL) [21] is a very different kind of learning paradigm from traditional supervised learning. In recent 
years, MKL has been successfully used for real-world applications. Generally, MKL targets at learning prior knowledge from several 
tasks such that the model can be quickly adapted to new tasks. The most relevant MKL methods here are those who utilize an auxiliary 
small network to generate main network parameters. For example, the researchers in [22] proposed the method of predicting main 
network parameters for modeling dynamic temporal sequences.

Dynamic parameter generation approaches have been integrated with MKL to learn the rich sequential context information. For 
example, hypernetwork [23] employed the dynamic parameter generation technique to learn location- and context-specific semantic 
functions through a shared meta-network. NSM proposed in [24] built dynamic memory keys for querying sequential information 
according to data memory. In addition to the aforementioned methods, there are other types of MKL methods proposed to address 
specific challenges, e.g., MAML [25] is a model-agnostic strategy that designs a meta-gradient updates mechanism to explicitly train 
model parameters, which has good generalization performance on new tasks with a small number of gradient steps.

To the best of our knowledge, our work is the first attempt to incorporate meta-knowledge learning into the information diffusion 
prediction task via extracting meta-knowledge from cascade-related ifluencing factors. This new design allows us to generate more 
adaptive parameters and capture unique diffusion patterns across different information cascades.

3. Preliminaries

We now formally dfine the information diffusion prediction problem and provide the necessary background information. Informa

tion cascades in social network can be seen as a sequence of actions that disseminates the information (e.g., a tweet in a microblogging 
system or a paper in an academic network) to a large body of audience. In this paper, our goal is to predict the future infected users 
of an information item based on the time-ordered sequence of previous affected users. Table 1 summarizes mathematical notations 
used throughout the paper.

Definition 1 (Social Network). Let = ( ,) represents a social network, where  = {𝑢1,… , 𝑢𝑁} is the set of 𝑁 users,  denotes the 
set of relations between all users, and 𝑨 ∈ℝ𝑁×𝑁 is the adjacency matrix. The adjacency matrix 𝑨 represents the follower-followee 
relationships among users in the social network. For each user pair (𝑢, 𝑣) in 𝑨, 𝑨𝑢𝑣 = 1 if user 𝑢 has followed user 𝑣, 𝑨𝑢𝑣 = 0 otherwise.
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Table 1
Mathematical symbols.

Symbol Description 
𝐀 adjacency matrix. 
𝑐 information cascade. 
𝐝 meta knowledge vector. 
 edge set. 
 social network  = ( ,). 
UII user-item interaction network. 
𝐼 ,  information item and set of information items. 
𝐾 length of the information cascade. 
 temporal kernel. 
𝑀 number of items. 
𝑁 number of users of social network. 
𝑆 (𝑢) neighborhood of user 𝑢. 
 set of user-item interactions. 
𝜔 learnable parameters of temporal encoding Ψ. 
Ψ continuous time encoder. 
𝑡, 𝑇 retweeting time and scalar timesteps. 
𝑢, 𝐮 user and user embeddings. 
𝐔, 𝐔̃ user embeddings to and out of Meta-GAT. 
 set of users and items. 
𝐯 meta knowledge vector. 
 user set. 
𝐱𝑢 user preference representation. 

Fig. 3. An example for the information cascade. 

Definition 2 (User-Item Interaction Network). Given a set of 𝑀 information items  = {𝐼1,… , 𝐼𝑀}, e.g., information that being diffused 
in a social network, a bipartite graph representing the observed interactions between users  and information items , is given by 
UII = ( ,), where  =  ∪  denotes the set of all users and items, and  denotes the set of observed interactions.

Definition 3 (Preference-aware Homophily Ratio). For users 𝑢𝑖 and 𝑢𝑗 , who have interacted with subsets of information items 𝑢𝑖 and 
𝑢𝑗 , respectively, we dfine the edge-wise homophily ratio based on Jaccard similarity [26]:

ℎ(𝑖,𝑗) =
|||𝑢𝑖 ∩ 𝑢𝑗

||||||𝑢𝑖 ∪ 𝑢𝑗
||| . (1)

ℎ(𝑖,𝑗) ∈ [0,1] represents the degree of similarity between the preferences of two users. Note that the user-user edge with strong 
homophily has a high homophily ratio ℎ(𝑖,𝑗) → 1, indicating a greater similarity between the users. Furthermore, ℎ(𝑖,𝑗) = 0 is set to 0 
when only user 𝑢𝑖 or user 𝑢𝑗 appears in the training set. By averaging ℎ(𝑖,𝑗) only when 𝑨𝑖𝑗 = 1, we dfine the graph-wise homophily 
ratio: 

𝑠 =
1 


∑
(𝑖,𝑗)∈{𝑨(𝑖,𝑗)=1}

ℎ(𝑖,𝑗), (2)

where  denotes the number of edges in the social network. 𝑠 rflects the homophily of the holistic social network.

Definition 4 (Information Cascades). Let 𝑐 denote an information cascade, e.g., a tweet and its retweets, propagating through a social 
network  over time. Information cascade is an ordered sequence of variable length user activations. Let 𝑐(𝑡𝑜) be an information 
cascade observed during time window [𝑡1, 𝑡𝑜], it is dfined as 𝑐(𝑡𝑜) = {(𝑢1, 𝑡1)} ∪ {(𝑢𝑗 , 𝑢𝑘, 𝑡𝑘)|2 ≤ 𝑘 ≤𝐾,𝑢𝑗 ∈  , 𝑢𝑘 ∈  , 𝑗 ≠ 𝑘, 𝑡𝑘 ≤ 𝑡𝑜}, 
each 3-tuple (𝑢𝑗 , 𝑢𝑘, 𝑡𝑘) represents user 𝑢𝑘 is activated by user 𝑢𝑗 at time 𝑡𝑘, 𝐾 is the length of cascade 𝑐(𝑡𝑜). As shown in Fig. 3, the 
information cascade 𝑐1 is recorded as 𝑐1 = {(𝑢1, 𝑡11), (𝑢1, 𝑢3, 𝑡

1
2), (𝑢3, 𝑢2, 𝑡

1
3),⋯} order by timestamp.
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Fig. 4. Overview of our proposed MetaCas. (A) The detailed process of meta-knowledge learning from the social network, user-item interaction network and cascade 
diffusion timestamps. (B) The detailed illustration of adaptive user social dependency learning. The meta-knowledge learner, i.e., SMK-Unit, leverages the learned 
user-related knowledge to generate GAT weights, enabling the capture of various social dependencies. (C) The detailed description of adaptive temporal diffusion 
learning. DMK-Unit encodes cascade-related meta-knowledge to produce desired weights of the adaptive LSTM for extracting the time-varying diversity of correlations. 
(D) The detailed process of predicting potential users in an information cascade.

Definition 5 (Information Diffusion Prediction). Given a social network , a user-item interaction network UII, and an information 
cascade 𝑐(𝑡𝑜), the goal of the information diffusion prediction is to evaluate the activation likelihood 𝑝(𝑢𝑖|𝑐(𝑡𝑜)) for potential users 
𝑢𝑖 ∈  . In short, we want to predict the next activated user given a snapshot of the observed diffusion.

4. Methodology

We now introduce the overall framework of MetaCas and then proceed with detailed descriptions of the model components. 
MetaCas develops an effective function-level task-adaptive mechanism for dynamic model weights generation via meta-knowledge 
learning. As shown in Fig. 4, our model is composed by four main components.

(A) Meta-knowledge learning. We construct two meta-knowledge learners: Structure Meta Knowledge Unit (SMK-Unit) and 
Dynamic Meta Knowledge Unit (DMK-Unit), to respectively learn the meta-knowledge from user attributes (e.g., structures and user 
preferences) and cascade temporal attributes (e.g., activation time). The learned meta-knowledge is used to produce dynamic weight 
parameters for downstream topological and sequential modules, enabling further encapsulation of diverse inter-cascade correlations, 
cascade attributes along with dynamic states, and enhancement of cascade representation capability.

(B) Adaptive user social dependency learning. We create a Meta Graph Attention Network (Meta-GAT) to learn user social 
relations, which consists an SMK-Unit and an adaptive GAT. SMK-Unit takes user social structures and user preference attributes as 
input and produces GAT weights. Meta-GAT is able to model neighborhood-varying diversity of correlations and capture diverse user 
dependencies by broadcasting users’ states along social connections.

(C) Adaptive temporal diffusion learning. To capture the time-varying diversity of correlations between information cascades, 
a Meta-LSTM module is designed that contains a DMK-Unit to encode cascade time attributes and dynamic cascade contexts to learn 
temporal meta-knowledge, and then produces desired weights for adaptive LSTM.
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(D) Predictor. The information cascade representations learned from meta-knowledge are fed into fully-connected (FC) layers for 
calculating the infection probability of candidate users.

4.1. Meta-knowledge learning

Information cascades evolve dynamically and with heterogeneous characteristics, depending on specific cascade attributes -- e.g., 
user neighborhoods, user preferences and temporal cascade states. We now illustrate how to construct cascade attributes and meta 
knowledge learners that capture the rich semantics of cascades from different perspectives.

4.1.1. Cascade attributes

We consider three types of cascade attributes: (1) user neighbors encompass information dissemination, ifluencing how and 
where the information is disseminated (i.e., paths and destinations); (2) user preferences record the information adoption behaviors; 
and (3) diffusion time stamps show the diffusion speed, trend and users activity periodicity. We employ three learning nets to obtain 
the cascade heterogeneous attribute representations.

Social structural representation. To capture the user neighborhood structural characteristics, we employ graph embedding tech

niques as our primary approach to extract meaningful representations from the social network. These techniques encompass traditional 
methods like DeepWalk, node2vec, and matrix factorization, as well as GNN-based models such as GCN, GAT, and GraphSage. How

ever, GNN-based models often require a large number of labels to effectively supervise parameter learning, leading to complex 
implementations when extracting user social correlations during the meta-knowledge learning. Hence, we focus on utilizing the un

supervised graph learning method node2vec [27] to learn a low-dimensional structural representations preserving social network 
proximity for each user. This method offers ease of implementation and efficiency in modeling network structure. We note that 
other unsupervised graph embedding techniques may be used, e.g., DeepWalk [28] and matrix factorization [29], etc., depending 
on different learning targets. Specifically, given a social network , a target user 𝑢 ∈  , we denote 𝑆 (𝑢𝑖) ⊂  as user 𝑢𝑖 ’s network 
neighborhood generated by a node sampling strategy 𝑆 . The mapping process of node2vec can be summarized as:

𝐮𝑖 = 𝑓 (𝜃;, 𝑢𝑖,𝑆 (𝑢𝑖)), (3)

where 𝜃 is model parameters of node2vec, 𝐮𝑖 ∈ ℝ𝑑𝑢 is the learned structural representation of user 𝑢𝑖, and 𝑑𝑢 is representation 
dimension. The mapping function 𝑓 from user to representation is based on skip-gram model [30]. The optimization process on 
model parameter 𝜃 is to maximize the log-probability of observing neighborhood 𝑆 (𝑢𝑖) conditional on user 𝑢𝑖 ’s representation:

max
𝑓

∑
𝑢𝑖∈

⎡⎢⎢⎣−log
∑
𝑢𝑗∈

exp(𝑓 (𝑢𝑖) ⋅ 𝑓 (𝑢𝑗 )) +
∑

𝑢𝑘∈𝑆 (𝑢𝑖)
𝑓 (𝑢𝑘) ⋅ 𝑓 (𝑢𝑖)

⎤⎥⎥⎦ , (4)

where the first term of the summation is approximated by negative sampling [31] for efficiency.

User preference representation. Inspired by the collaborative filtering method in recommender systems [32], we propose to learn 
high-quality user preference features as useful meta-knowledge via historical user-item interaction graph UII . A graph convolution 
network (GCN) is adopted to model the higher-order connectivities and learn user preferences. Formally, given a GCN model with 𝐿
layers, the propagation of the 𝑙-th layer fusion is summarized as:

𝐱(𝑙)𝑢 =
∑

𝐼∈ (𝑢)

𝐱(𝑙−1)
𝐼√| (𝑢)|√| (𝐼)| , (5)

𝐱(𝑙)
𝐼

=
∑

𝑢∈ (𝐼)

𝐱(𝑙−1)𝑢√| (𝐼)|√| (𝑢)| , (6)

where 𝐱(𝑙)𝑢 and 𝐱(𝑙)
𝐼

denote the feature of user 𝑢 and item 𝐼 by 𝑙-th representation aggregation layers, respectively. Features 𝐱(0)𝑢 and 
𝐱(0)
𝐼

are initialized by one-hot encoding. Here  (𝑢) represents the set of items 𝑖 interacted by user 𝑢 and  (𝐼) indicates the set of 
users that interact with item 𝐼 . The denominator 1∕(

√| (𝑢)|√| (𝐼)|) denotes a symmetric normalization term. The final user 
and item representation are obtained through the summation readout function: 𝐱𝑢 =

∑𝐿
𝑙=0 𝐱

(𝑙)
𝑢 and 𝐱𝐼 =

∑𝐿
𝑙=0 𝐱

(𝑙)
𝐼

. Meanwhile, the 
Bayesian personalized ranking [33] is utilized to optimize the model parameters of GCN based on user-item interaction graph UII. 
It is a pairwise loss that enforces the prediction value of an observed interaction to be higher than its unobserved counterparts.

Diffusion time representation. Existing works [6] assume that user re-sharing behaviors occur discretely with equal time intervals, 
which solely emphasize the orders/positions of users during the information diffusion, thereby limiting their capacity in expressing 
the temporal information. While some works [34] also notice the significance of time span, their models either struggle to capture 
time differences between past interactions or lack the ability to generalize across various time differences. To effectively encode the 
temporal information of cascades into a continuous vector space, we employ a time encoding module (T-encoder) [35] to build a 
continuous time encoder, which maps scalar timestamps into 𝑑𝑇 -dimensional vector space, i.e., Ψ ∶ 𝑇 →ℝ𝑑𝑇 . Given two timestamps 
𝑡1 and 𝑡2, the temporal kernel is dfined as (𝑡1, 𝑡2) = Ψ(𝑡1) ⋅Ψ(𝑡2) = 𝜙(𝑡1 − 𝑡2),∀𝑡1, 𝑡2 ∈ 𝑇 for some 𝜙 ∶ [−𝑇 ,𝑇 ]→ ℝ. The temporal 
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kernel is translation-invariant based on Bochner’s Theorem, since (𝑡1 + 𝜏, 𝑡2 + 𝜏) = 𝜙(𝑡1 − 𝑡2) =(𝑡1, 𝑡2) for any constant 𝜏 . Formally, 
the temporal kernel  is dfined as:


(
𝑡1, 𝑡2

)
= 𝔼𝜔

[
cos

(
𝜔
(
𝑡1 − 𝑡2

))]
= 𝔼𝜔

[
cos

(
𝜔𝑡1

)
cos

(
𝜔𝑡2

)
+ sin

(
𝜔𝑡1

)
sin

(
𝜔𝑡2

)]
. (7)

By explicitly representing the temporal features, the temporal embedding is:

Ψ(𝑡)→

√
1 
𝑑𝑇

[
cos

(
𝜔1𝑡

)
,… , cos

(
𝜔𝑑𝑇

𝑡
)
, sin

(
𝜔𝑑𝑇

𝑡
)]

, (8)

where 𝝎 = [𝜔1,… ,𝜔𝑑𝑇
]⊤ are learnable parameters.

4.1.2. Meta-knowledge learner

To further characterize the cascade-specific representations from different cascades, we design two kinds of meta-knowledge 
learning units, i.e., SMK-Unit and DMK-Unit, to capture inter-cascade correlations between cascades and cascade-related attributes, 
and then adaptively transform the learned meta-knowledge into dynamic network parameters for downstream Meta-GAT and Meta

LSTM models. As shown in Fig. 4, the SMK-Unit learns the user-related meta-knowledge from social structures and user-to-item 
interactions. The DMK-Unit is composed by a continuous time-aware attention module to jointly capture the sequential and temporal 
correlations of users. DMK-Unit extracts cascade and time-related meta-knowledge and is able to learn sequential dependencies 
between activated users for information diffusion prediction. The details of SMK-Unit and DMK-Unit are shown in Section 4.2 and 
Section 4.3, respectively.

4.2. Adaptive user social dependency learning

Information is propagated through user connections that imply the diffusion routes and reaches, determining the diffusion depen

dencies among users in social network. Per social homophily theory [9], users with shared interests tend to be connected and mutually 
affected. As a result, such user social dependencies are diverse for different user communities and are related to user attributes, e.g., 
neighborhood and preference. We capture such diverse user social correlations via graph attention mechanism. Since a standard 
graph attention network (GAT) [20] applies the shared attention mechanism for all users and ignores the correlations between social 
interdependencies and user-related attributes, we propose an enhanced GAT to model heterogeneous social relationships.

Specifically, to capture diverse user social dependencies, we design a meta graph attention network (Meta-GAT), which includes 
an adaptive GAT and a SMK-Unit. The model parameters of the attention module are dynamically generated from user-related meta

knowledge and user states via SMK-Unit, which contains the correlations between user attributes and dynamic user embeddings. We 
use a learnable matrix 𝐔 ∈ ℝ𝑁×𝑑𝐔 to represent all user embeddings, 𝑑𝐔 is the dimension of user embedding. Let the length of the 
studied cascade 𝑐 is 𝐾 and the user set of 𝑐 is 𝑐 = {𝑢1, 𝑢2,… , 𝑢𝐾}. The input of Meta-GAT is a set of user embeddings looked up 
from 𝐔, denoted as 𝐔𝑐 = {𝐔𝑢1

,𝐔𝑢2
,… ,𝐔𝑢𝐾

} ∈ℝ𝐾×𝑑𝐔 .

Adaptive GAT. The first component of Meta-GAT is an adaptive linear transformation parameterized by a dynamic weight matrix 
𝐖(𝐯), where 𝐯 is a meta-knowledge vector generated from the SMK-Unit (detailed later). As we discussed that different pairs of users 
in the social network have distinctive meta knowledge and user hidden states, the attention socre of edge 𝑒𝑖𝑗 is related to implicit 
features of users 𝑢𝑖 and 𝑢𝑗 . The adaptive GAT is used to compute attention coefficients:

𝑎𝑖𝑗 = ATTENTION(𝐖(𝐯𝑢𝑖 )𝐔𝑢𝑖
,𝐖(𝐯𝑢𝑗 )𝐔𝑢𝑗

,𝐯𝑢𝑖𝑢𝑗 ), (9)

where 𝑎𝑖𝑗 ∈ℝ𝑑𝐔 indicates the importance of 𝐔𝑢𝑖
on 𝐔𝑢𝑗

at each channel. The attention network ATTENTION(⋅) is a feedforward neural 
network. Since attention mechanisms differ from user to user, we employ an adaptive layer that uses two edge-specific parameters 
𝜸𝑖𝑗 and 𝛽𝑖𝑗 generated from the meta knowledge vector 𝐯. These parameters scale and shift the user hidden states. The adaptive layer 
is dfined as:

𝑎𝑖𝑗 = 𝜎(𝜸𝑖𝑗 ⊙ 𝐚([𝐖(𝐯𝑢𝑖 )𝐔𝑢𝑖
||𝐖(𝐯𝑢𝑗 )𝐔𝑢𝑗

]) + 𝛽𝑖𝑗 ), (10)

where 𝐚 ∈ℝ2𝑑𝐔 is a learnable weight vector, ⊙ is element-wise product, and 𝜎 is an activation function. Attention coefficient 𝑎𝑖𝑗 is 
calculated for user 𝑢𝑖 and user 𝑢𝑗 ∈ (𝑢𝑖). To make all coefficients comparable in the same scale, we normalize them using softmax 
function:

𝑎̃𝑖𝑗 =
exp

(
𝑎𝑖𝑗

)∑
𝑘∈ (𝑢𝑖) exp

(
𝑎𝑖𝑘

) . (11)

Once we have the coefficients for each user, the overall impact of neighborhoods can be calculated by linear combinations of 
implicit user features:

𝐔̃𝑢𝑖
= ReLU

⎛⎜⎜⎝𝐖(𝐯𝑢𝑖 )𝐔𝑢𝑖
+

∑
𝑗∈ (𝑢𝑖)

𝑎̃𝑖𝑗𝐖(𝐯𝑢𝑗 )𝐔𝑢𝑗

⎞⎟⎟⎠ . (12)
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Obtained user embeddings 𝐔̃ are used as the input of Meta-LSTM (cf. Eq. (15)).

SMK-Unit is used to model the correlations between user hidden states and user attributes, its output is the meta knowledge vector 
𝐯, which is employed to generate dynamic weight 𝐖(𝐯) of adaptive GAT. Specifically, for user 𝑢𝑖, the meta knowledge 𝐯𝑢𝑖 is learned 
by an FC layer after the concatenation of three user representations. Given social structure 𝐮𝑖 , user preference 𝐱𝑢𝑖 , and user hidden 
states 𝐔𝑢𝑖

:

𝐯𝑢𝑖 = FC(𝐮𝑖||𝐱𝑢𝑖 ||𝐔𝑢𝑖
),𝐖(𝐯𝑢𝑖 ) = FC(𝐯𝑢𝑖 ), (13)

𝜸𝑖𝑗 = 𝜎(𝐖𝛾 (𝐯𝑢𝑖 + 𝐯𝑢𝑗 )), 𝛽𝑖𝑗 = 𝜎(𝐖𝛽 (𝐯𝑢𝑖 + 𝐯𝑢𝑗 )), (14)

where || is the concatenate operation and 𝜎 is the activation function. The meta knowledge vector 𝐯 is calculated from user attributes 
and user hidden states and is used to generate the weights of adaptive GAT.

4.3. Adaptive temporal diffusion learning

In addition to user social dependencies, information cascades have various time-related attributes which impact the time-varying 
diffusion dynamics in social network. Such dynamics are often learned by sequential models such as LSTM in existing learning models. 
However, for time-varying diversities from user to user, it is insufficient to use a simple sequential model with shared weights to 
capture all the temporal correlations for different cascades. For example, a temporal model based on LSTM ignores the heterogeneous 
correlations in cascades, e.g., user and cascade time attributes. To better learn such time-varying diversities, we propose Meta-LSTM, 
which consists of an adaptive LSTM and a DMK-Unit. The adaptive LSTM is used to model task-specific representations, whose weights 
are controlled by a meta knowledge vector 𝐝 learned from cascade time attributes and dynamic cascade contexts via the DMK-Unit.

Adaptive LSTM. Given an information cascade 𝑐 of length 𝐾 , we first look up user embeddings {𝐔̃𝑢𝑘
|𝑢𝑘 ∈ 𝑐} ∈ℝ𝐾×𝑑𝐔 from 𝐔̃ and 

then use T-encoder to obtain the corresponding temporal embeddings {Ψ(𝑡𝑘)|𝑘 ∈ [1,𝐾]} ∈ ℝ𝐾×𝑑𝑇 . The adaptive LSTM is used to 
encode the temporal cascade sequence, whose parameters are controlled by the meta knowledge vector 𝐝 learned by the DMK-Unit. 
The revised equations of the adaptive LSTM are:

⎡⎢⎢⎢⎣
𝒊𝑘
𝒇𝑘

𝒈𝑘
𝒐𝑘

⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
tanh
𝜎

𝜎

𝜎

⎤⎥⎥⎥⎦
(

LN

(
𝐖(𝐝𝑘)

[
𝐔̃𝑘

𝐡𝑘−1

]
+ 𝐛(𝐝𝑘)

))

𝒄𝑘 =𝒈𝑘 ⊙ 𝒊𝑘 + 𝒄𝑘−1 ⊙ 𝒇𝑘, 𝐡𝑘 = 𝒐𝑘 ⊙ tanh
(
𝒄𝑘
)
, (15)

where 𝐖(𝐝𝑘) ∈ ℝ4𝑑𝐡×(𝑑𝐡+𝑑𝐔̃) and 𝐛(𝐝𝑘) ∈ ℝ4𝑑𝐡 are dynamic parameters of the adaptive LSTM, 𝑑𝐡 is the dimension of 𝐡, ⊙ denotes 
the element-wise multiplication, and LN represents the layer normalization. Parameters 𝐖(𝐝𝑘) and 𝐛(𝐝𝑘) are calculated by meta 
knowledge vector 𝐝:

𝐖
(
𝐝𝑘

)
=

⎡⎢⎢⎢⎢⎣
𝑓𝑊𝑖

(𝐝𝑘)
𝑓𝑊𝑓

(𝐝𝑘)
𝑓𝑊𝑔

(𝐝𝑘)
𝑓𝑊𝑜

(𝐝𝑘)

⎤⎥⎥⎥⎥⎦
, 𝐛

(
𝐝𝑘

)
=

⎡⎢⎢⎢⎢⎣
𝑓𝑏𝑖 (𝐝𝑘)
𝑓𝑏𝑓 (𝐝𝑘)
𝑓𝑏𝑔 (𝐝𝑘)
𝑓𝑏𝑜 (𝐝𝑘)

⎤⎥⎥⎥⎥⎦
, (16)

where 𝑓𝑊 and 𝑓𝑏 are several FC layers. Therefore, different information cascades have different adaptive LSTMs. Our proposed 
Meta-LSTM can model the temporal correlations of time-related attributes and dynamic cascade contexts.

DMK-Unit. Meta-knowledge vector 𝐝 is employed in adaptive LSTM to generate dynamic parameters 𝐖(𝐝). We obtain 𝐝𝑘 via the 
proposed DMK-Unit, which is a time-aware multi-head attention module extracting the dynamic meta-knowledge 𝐝 from cascade 
attributes and dynamic cascade contexts. For user 𝑢𝑘, DMK-Unit first captures the inherent correlations by meta-knowledge fusion 
and then takes the fused representation to produce a meta hidden state 𝐳𝑘 at time 𝑡𝑘:

𝐦𝑘 = 𝐮𝑘||𝐱𝑢𝑘 ||𝐔̃𝑢𝑘
||Ψ(𝑡𝑘), (17)

𝐳𝑘,𝑞 = ATTENTION(𝐦𝑘𝐖
query
𝑞 ,𝐦𝑘𝐖

key
𝑞 ,𝐦𝑘𝐖value

𝑞
),

𝐳𝑘 =
(
𝐳𝑘,1||𝐳𝑘,2||⋯ ||𝐳𝑘,𝑞||⋯ ||𝐳𝑘,𝑄)𝐖𝑂, (18)

where 𝐖query
𝑞 ,𝐖key

𝑞 ,𝐖value
𝑞 ∈ ℝ𝑑𝐳∕𝑄×𝑑𝐳 ,𝐖𝑂 ∈ ℝ𝑑𝐳×𝑑𝐳∕𝑄 are learnable parameter matrices, 𝑑𝐳 is the dimension of 𝐳𝑘 and 𝑄 is the 

number of attention heads. A mask matrix is introduced here to avoid label leakage. At last, the meta knowledge vector 𝐝𝑘 is learned 
by the concatenation of meta hidden state 𝐳𝑘 and hidden state 𝐡𝑘−1:

𝐝𝑘 = FC(𝐳𝑘||𝐡𝑘−1). (19)
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Algorithm 1 Training of the MetaCas model.

Input: Information cascade 𝑐(𝑡𝑜); social network ; user-item interaction network UII ; user embeddings 𝐔.

Output: The information diffusion prediction probabilities 𝐲̂𝑘 for all users;

1: Initialize model parameters with uniform distribution 𝜃 ∼𝑈 (−1,1);
2: ∕ ∗ Meta-Knowledge Learning ∗ ∕
3: Obtain structural representation 𝐮𝑖 from  (Eq. (3));

4: Compute user preference 𝐱𝑢 (Eqs. (5)-(6));

5: Compute diffusion time representation Ψ(𝑡) (Eq. (8));

6: for each epoch do

7: ∕ ∗ Adaptive User Social Dependency Learning ∗ ∕
8: Obtain the meta knowledge vector 𝐯 via SMK-Unit (Eq. (13));

9: Compute the adaptive parameter 𝐖(𝐯𝑢𝑖 ), 𝜸𝑖𝑗 and 𝛽𝑖𝑗 of Meta-GAT via SMK-Unit (Eq. (13)-(14));

10: Obtain user embedding 𝐔̃ from  via the adaptive GAT (Eqs. (9)-(12));

11: ∕ ∗ Adaptive Temporal Diffusion Learning ∗ ∕
12: Obtain the meta-knowledge vector 𝐝 via DMK-Unit (Eqs. (17)-(19));

13: Compute the adaptive parameter 𝐖(𝐝𝑘) and 𝐛(𝐝𝑘) of Meta-LSTM via DMK-Unit (Eqs. (16));

14: Compute cascade representation 𝐡𝑘 via Meta-LSTM according to Eq. (15);

15: ∕ ∗ Information Diffusion Prediction ∗ ∕
16: Compute diffusion probabilities 𝐲̂𝑘 in Eq. (20);

17: Update model parameters 𝜃 via loss in Eq. (21);

18: end for

4.4. Diffusion prediction network

For the final prediction of the information diffusion, the probabilities 𝐲̂𝑘 ∈ℝ𝑁×1 for all users are calculated by:

𝐲̂𝑘 = softmax(𝐖𝑝𝐡𝑘 +𝐌mask), (20)

where 𝐖𝑝 is a transformation matrix that maps the adaptive LSTM hidden states into user-specific space, and 𝐌mask is used to mask 
users who have already been activated. The information diffusion prediction can be regarded as a sequential multi-label classfication 
task, we adopt the cross entropy loss as objective:

 = −
𝐾∑
𝑘=1

𝐲𝑘 log𝜎(𝐲̂𝑘) + (1 − 𝐲𝑘) log(1 − 𝜎(𝐲̂𝑘)), (21)

where 𝐲 is ground truth labels and 𝐲̂ is predicted labels.

4.5. Discussion

4.5.1. Relation with graph neural network

In our approach, we introduce the user-related meta-knowledge (i.e., social structure and user preference) into the GAT model, 
enabling the capture of diverse user social correlations via the adaptive attention mechanism. Inversely, the conventional GCN model 
[19] utilizes the graph convolution operation to aggregate neighborhood knowledge, treating all node neighbors as equally important. 
However, this approach is inadequate for learning various user-specific social interactions. Furthermore, GAE and VGAE [36] follow 
the generate-based paradigm to learn node semantic knowledge. However, the AE-based and VAE-based methods are susceptible 
to posterior collapse issues, which can lead to suboptimal learning of user social relationships. In generate-based GAE and VGAE, 
there is a potential for uncertainty and noise to be introduced into user presentations learned from the social network. In contrast, 
our proposed Meta-GAT offers a natural approach to encode diverse user social dependencies via integrating user-related meta

knowledge, which incorporates adaptive updates of user-specific attention weights through generating the corresponding parameters 
via the structural meta-knowledge learner (i.e., SMK-Unit).

4.5.2. Complexity analysis

Since online social platforms typically contain millions or even billions of users, it is critical to efficiently model structure and time 
dependencies in the information diffusion process for information diffusion prediction. We conduct complexity analysis on MetaCas’s 
main components:

• Complexity of computing user social dependency from the social network. The time complexity for computing 𝐔̃ features in Meta

GAT’s attention head can be expressed as 𝑂(||𝑑𝐔𝑑𝐔̃ + ||𝑑𝐔̃), where 𝑑𝐔 and 𝑑𝐔̃ represent the input and output dimensions of 
users, respectively, || and || indicate the number of nodes and edges in the social network.

• Complexity of temporal diffusion modeling. The model parameters of Meta-LSTM are generated from the DMK-Unit, and the structure 
of Meta-LSTM is the same as the regular LSTM model. As a result, the time complexity of Meta-LSTM is 𝑂(𝑑𝐡𝑑𝐔̃+𝑑2

𝐡 +𝑑𝐡), which 
is related to the input feature dimension and the dimension of latent variables from Meta-LSTM.

• Complexity of meta-knowledge learners. In SMK-Unit, it aims at generating adaptive model parameters for Meta-GAT, which is 
related to cascade social attributes -- i.e., social structural representation and user preference representation. The time complexity 
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of SMK-Unit is 𝑂(||(𝑑𝐮+𝑑𝐱+𝑑𝐔)), which is linear to the number of users in the network. In DMK-Unit, it uses the multi-head self

attention mechanism to learn meta-knowledge for meta-LSTM. The computational complexity of DMK-Unit is 𝑂(𝐿2𝑑𝐳), where 𝐿
is the total number of infected users in an information cascade. The main computational complexity of meta-knowledge learners 
is related to the matrix product when calculating the similarity of a cascade sequence, which is (𝐿2𝑑𝐳) in total.

Overall, the complexity of MetaCas comes from the matrix and vector operations. Generally, model-related operations could be 
accelerated by GPU/TPU devices. The training process of MetaCas is summarized in Algorithm 1.

5. Experiments

In this section, we report the evaluation results and demonstrate the effectiveness of our proposed MetaCas. Besides performance 
comparison results, we also conduct ablation study, sensitivity analysis and case study.

5.1. Datasets

To verify the generalizability of MetaCas, we present our experimental results on four publicly available information diffusion 
datasets from two social platforms Twitter and Douban, and two online websites Android and Memes. The statistics of four datasets 
are summarized in Table 2.

• Twitter dataset [37] includes 3,454 tweets and their retweet user sequences in October 2010. Each tweet’s spreading path is 
interpreted as an independent information cascade diffused among users. We use following relationships between users on Twitter 
to build the social graph.

• Douban dataset [38] is collected from a Chinese social website where users can share items of interest including books, movies 
and music. The information cascades in Douban dataset are formed by user book-sharing behaviors. Co-occurrence relationships 
(e.g., users who read the same book) are assumed to be the interests they have in common.

• Android dataset [39] is collected from an online Q&A forum where users can post various questions and answers on a series of 
issues related to their interests. The answering path of each question is treated as an independent information cascade that spreads 
among users. User interactions on website channels, e.g., questioning and answering, are considered as their interest/expertise 
relations.

• Memes dataset [40] is a collection of memes from online news websites. Each cascade records the propagation process of a 
specific key phrase and is described by a sequence of webpage links with the corresponding timestamps. The network structure 
is established based on the presence of common key phrases among the corresponding webpage links.

5.2. Baselines

To verify whether our proposed method is effective for information diffusion prediction task, we compare MetaCas with following 
11 strong baselines, which can be categorized into three types: independent cascade-based models, diffusion path-based models and 
social network-based models. The detailed descriptions of all baselines can be summarized as follows:

(1) Independent cascade-based models:

• TUIC [11] proposes a time-aware utility-driven independent cascade framework that combines time-aware multi-item propaga

tion, utility-driven item adoption, and mixed item relationships.

• Emb-IC [41] constructs an embedded cascade framework that extends the conventional independent cascade model to extract 
user representations from partial orders of user activations.

• Inf2vec [42] designs an ifluence embedding method that incorporates the local propagation structure, user co-occurrence and 
temporal ifluence to capture the dynamics of information diffusion.

(2) Diffusion path-based methods:

• Topo-LSTM [40] extends the vanilla LSTM model to exploit the local diffusion structure of a dynamic directed acyclic graph 
(DAG) via a dynamic DAG-LSTM.

• DeepDiffuse [13] combines the temporal point process and LSTM model to learn temporal information and user sequences for 
diffusion prediction. It also employs a Transformer module, which enhances the LSTM model to sequentially learn the charac

teristics of activated users.

• NDM [34] models the microscopic cascade diffusion process through self-attention mechanism and convolution neural networks, 
making relaxed independence assumptions to alleviate the long-term dependencies.

(3) Social network-based methods:

• SNIDSA [14] computes structure attention over the diffusion structure of a local cascade graph and incorporates sequential 
information of cascades through a Gating-RNN.
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Table 2
Dataset statistics.

Dataset Twitter Douban Android Memes 
# Cascade 3,454 3,485 679 4,991 
# Users 12,627 12,232 9,958 4,155 
# Edges in  309,631 396,580 48,573 2,716,864 
Avg. length 38.22 23.09 41.74 27.43 
# Train 2,763 2,788 543 3992 
# Val 345 348 68 499 
# Test 346 349 68 500 

Table 3
Information diffusion performance comparison on Twitter.

Model Twitter 
Hits@10 Hits@50 Hits@100 MAP@10 MAP@50 MAP@100 

TUIC 5.68±0.20 16.83±0.25 24.98±0.19 6.10±0.13 6.38±0.15 7.06±0.17

Emb-IC 8.78±0.15 26.69±0.10 41.93±0.19 16.33±0.10 17.42±0.14 17.59±0.11

Inf2vec 9.68±0.11 28.97±0.13 43.71±0.21 18.11±0.10 16.40±0.13 18.88±0.12

DeepDiffuse 5.72±0.21 15.41±0.24 21.61±0.23 5.93±0.14 6.89±0.14 6.99±0.13

Topo-LSTM 10.45±0.22 18.89±0.46 25.42±0.33 9.51±0.20 13.68±0.34 14.68±0.30

NDM 22.45±0.24 30.71±0.47 35.12±0.42 15.59±0.14 15.97±0.15 16.03±0.15

SNIDSA 25.67±0.28 37.24±0.47 43.59±0.41 16.34±0.35 17.64±0.25 18.89±0.26

FOREST 30.28±0.49 42.65±0.68 50.12±0.48 21.45±0.31 21.96±0.32 22.36±0.32

Inf-VAE 14.93±0.52 33.52±0.58 46.42±0.51 19.83±0.41 20.68±0.42 21.82±0.42

DyHGCN 32.18±0.26 45.85±0.41 52.79±0.38 22.87±0.12 23.48±0.22 23.98±0.24

MS-HGAT 34.63±0.16 47.52±0.31 54.29±0.11 24.02±0.09 24.51±0.17 24.61±0.17

MetaCas 37.68±0.16 53.99±0.23 63.31±0.14 25.77±0.08 26.56±0.08 26.69±0.08

(improves) 8.81% 13.61% 16.61% 7.28% 10.65% 8.41% 

Table 4
Information diffusion performance comparison on Douban.

Model Douban 
Hits@10 Hits@50 Hits@100 MAP@10 MAP@50 MAP@100 

TUIC 1.65±0.25 5.69±0.24 9.99±0.22 1.77±0.15 1.18±0.19 1.22±0.20

Emb-IC 7.69±0.22 18.91±0.15 25.83±0.16 6.98±0.18 7.33±0.14 7.88±0.18

Inf2vec 8.77±0.21 20.01±0.18 27.31±0.19 7.71±0.10 7.73±0.13 8.13±0.11

DeepDiffuse 9.52±0.31 14.83±0.11 20.15±0.33 6.30±0.26 6.75±0.26 6.80±0.26

Topo-LSTM 8.97±0.28 16.33±0.41 21.57±0.42 6.67±0.24 7.63±0.12 7.88±0.10

NDM 7.43±0.35 15.65±0.37 20.62±0.35 3.07±0.12 3.44±0.12 3.51±0.12

SNIDSA 10.23±0.18 20.24±0.37 28.12±0.39 7.12±0.24 7.64±0.11 7.79±0.13

FOREST 13.92±0.18 24.42±0.32 30.35±0.47 7.66±0.17 8.14±0.16 8.23±0.16

Inf-VAE 10.94±0.24 21.02±0.34 34.72±0.30 7.32±0.20 7.98±0.19 8.03±0.20

DyHGCN 17.71±0.14 31.33±0.39 38.71±0.35 9.51±0.12 10.26±0.09 10.36±0.07

MS-HGAT 18.91±0.10 32.51±0.37 40.40±0.40 10.04±0.08 10.67±0.07 10.78±0.07

MetaCas 19.55±0.17 34.34±0.14 42.39±0.12 10.65±0.14 11.35±0.14 11.46±0.14

(improves) 3.38% 5.63% 5.86% 6.07% 6.37% 6.30% 

• FOREST [6] predicts the information diffusion based on GRU and GNNs. It builds a structural context extraction mechanism to 
better characterize the ifluence of the social graph. 

• Inf-VAE [39] designs a variational architecture combining a variation graph auto-encoder and a co-attention network to jointly 
learn social structure relations and sequential composition information. Social homophily and temporal ifluence are jointly 
considered to evaluate the set of all candidate users.

• DyHGCN [15] considers heterogeneous graphs that contain the social and diffusion relations of users. It implements GCN to 
obtain the cascade structure representations and utilizes multi-head attention to model the context-dependencies of cascade 
sequence.

• MS-HGAT [17] is the state-of-the-art diffusion prediction model. It develops hypergraph attention networks to obtain the cascade 
structural information from sequential hypergraphs. Then, it uses the gated fusion strategy to fuse the hypergraph structural 
information and static social structural information to facilitate prediction performance.
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Table 5
Information diffusion performance comparison on Android.

Model Android 
Hits@10 Hits@50 Hits@100 MAP@10 MAP@50 MAP@100 

TUIC 1.78±0.18 2.56±0.16 3.94±0.15 1.49±0.12 1.51±0.10 1.48±0.13

Emb-IC 2.93±0.19 9.82±0.25 17.23±0.16 3.45±0.17 2.48±0.13 2.67±0.15

Inf2vec 3.11±0.20 10.40±0.18 16.37±0.15 3.57±0.10 2.57±0.09 2.82±0.11

DeepDiffuse 3.77±0.57 10.98±0.39 18.26±0.60 1.58±0.13 1.88±0.19 2.02±0.12

Topo-LSTM 4.66±0.58 12.83±0.68 16.73±0.72 3.63±0.25 4.15±0.46 4.19±0.53

NDM 4.90±0.19 13.55±0.46 18.03±0.61 2.69±0.04 2.88±0.04 2.91±0.04

SNIDSA 5.63±0.57 14.62±0.49 20.93±0.53 2.98±0.42 3.24±0.39 3.97±0.43

FOREST 6.20±0.42 12.22±1.24 17.10±1.91 3.72±0.31 3.98±0.34 4.05±0.35

Inf-VAE 5.05±0.39 13.07±0.21 19.54±1.65 4.52±0.56 4.97±0.51 5.24±0.56

DyHGCN 9.13±0.30 16.48±0.45 23.09±0.51 6.09±0.15 6.40±0.15 6.50±0.20

MS-HGAT 10.41±0.20 20.23±0.38 27.89±0.72 6.46±0.05 6.88±0.04 6.99±0.04

MetaCas 11.18±0.09 20.92±0.25 28.96±0.25 6.82±0.05 7.19±0.05 7.24±0.04

(improves) 7.40% 3.41% 3.83% 5.57% 4.50% 3.57% 

Table 6
Information diffusion performance comparison on Memes.

Model Memes 
Hits@10 Hits@50 Hits@100 MAP@10 MAP@50 MAP@100 

TUIC 9.91±0.14 20.39±0.17 31.44±0.18 4.19±0.11 5.43±0.09 5.59±0.12

Emb-IC 34.12±0.16 54.16±0.14 63.05±0.14 16.27±0.18 17.24±0.10 17.37±0.11

Inf2vec 36.32±0.11 55.54±0.18 64.95±0.13 17.17±0.12 18.44±0.14 18.67±0.16

DeepDiffuse 11.98±0.22 29.78±0.18 41.59±0.24 6.85±0.15 7.65±0.18 7.81±0.14

Topo-LSTM 27.58±0.26 42.99±0.28 54.77±0.30 10.56±0.20 11.54±0.15 11.97±0.13

NDM 31.38±0.15 51.89±0.20 60.67±0.33 14.86±0.07 15.84±0.07 15.97±0.07

SNIDSA 32.58±0.22 52.99±0.20 61.69±0.36 15.96±0.11 16.81±0.13 16.99±0.07

FOREST 39.38±0.45 62.35±0.20 71.56±0.17 19.36±0.30 20.48±0.29 20.71±0.28

Inf-VAE 12.23±0.45 33.39±0.67 45.96±1.16 19.15±0.07 20.03±0.29 20.18±0.40

DyHGCN 38.95±0.44 62.89±0.39 72.48±0.22 19.48±0.26 20.59±0.24 20.73±0.26

MS-HGAT 40.91±0.48 65.01±0.29 74.48±0.18 19.51±0.21 20.69±0.21 20.83±0.21

MetaCas 42.54±0.19 67.25±0.09 76.80±0.11 20.95±0.11 22.15±0.08 22.29±0.11

(improves) 3.98% 3.44% 3.11% 7.38% 7.05% 6.97% 

5.3. Evaluation metrics

Following [17], we rank candidate users in the social network according to their activation probabilities. Then we adopt two 
widely used ranking metrics: Hits score on Top-K (Hits@K) and Mean Average Precision on Top-K (MAP@K), where K is set to 
{10,50,100}. Generally, MAP@K rflects the existence and position of ground-truth (infected users) in the rank list, while Hits@K 
pays more attention to the accuracy among the Top-K predicted users. The higher the score, the better the performance.

5.4. Parameter settings

For each dataset, we randomly selected 80% cascades for training, 10% for validation and the remaining 10% for testing. All 
models are tuned to the best performance according to early stopping strategy when validation errors are not declined for five 
consecutive epochs. Following previous works [17], the maximum cascade length is set to 200, the dimension of user representation 
is set to 64 for all methods. Other hyperparameters for baselines are set to the recommended values described in their papers. For 
MetaCas, the batch size is 64 and the attention head number 𝑄 of DMK-Unit is 8. Model parameters are updated by Adam optimizer. 
For the node2vec method, we utilize the rid search to identify the optimal parameters.

5.5. Performance comparison

The performance comparison between MetaCas and baselines on four datasets is presented in Tables 3 to 6. We run all models on 
each dataset five times and report the mean and standard deviation. The best results are in bold font and the second underlined. We 
have the following notable observations based on our experimental evaluations:

(O1): We can see from the tables that our proposed MetaCas outperforms eight strong baselines consistently on four datasets for 
information diffusion prediction, which verfies the effectiveness and generalizability of MetaCas. Specifically, on Twitter dataset, 
the performance of MetaCas improves the best baseline (MS-HGAT) by 8.81%, 13.61%, and 16.61% in terms of Hits@10, Hits@50, 
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Table 7
Ablation study of MetaCas on four datasets.

Model Twitter Douban Android Memes 
Metrics(@100) Hits MAP Hits MAP Hits MAP Hits MAP 
MetaCas 63.31±0.14 26.69±0.08 42.39±0.12 11.46±0.14 28.96±0.25 7.24±0.04 76.80±0.11 22.29±0.11

w/o Meta-GAT 58.36±0.02 25.94±0.01 41.43±0.14 11.07±0.16 27.73±0.00 7.13±0.01 75.72±0.10 21.48±0.14

w/o Meta-LSTM 53.82±0.04 22.36±0.13 36.97±0.08 10.61±0.10 23.23±0.01 6.41±0.03 69.14±0.07 19.66±0.08

vanilla GAT 60.69±0.41 26.05±0.10 41.82±0.32 11.13±0.20 28.30±0.64 7.07±0.13 75.74±0.22 21.72±0.15

vanilla LSTM 61.85±0.16 25.54±0.63 40.66±0.22 10.49±0.32 27.95±0.39 6.89±0.21 75.50±0.16 21.30±0.17

DeepWalk 62.98±0.19 26.13±0.12 41.54±0.09 11.08±0.15 28.05±0.15 6.98±0.12 76.19±0.10 21.98±0.11

LINE 63.12±0.22 26.28±0.15 42.04±0.19 11.18±0.14 28.53±0.20 7.01±0.13 76.21±0.18 22.01±0.14

SMF 63.11±0.10 26.58±0.08 41.92±0.07 11.13±0.08 28.79±0.10 7.13±0.05 76.44±0.15 22.18±0.12

LT-Encoder 63.15±0.20 26.38±0.19 41.63±0.16 11.05±0.13 27.98±0.25 7.15±0.22 75.19±0.19 21.25±0.23

PT-Encoder 63.25±0.12 26.43±0.16 41.89±0.20 11.26±0.14 28.38±0.22 7.22±0.23 76.10±0.20 21.43±0.19

w/o SSR 63.07±0.15 26.24±0.17 42.26±0.10 11.12±0.08 28.35±0.24 7.17±0.12 76.51±0.09 22.01±0.07

w/o UPR 63.22±0.17 26.39±0.12 42.27±0.14 11.18±0.10 28.14±0.10 7.04±0.04 76.50±0.10 22.02±0.13

w/o DTR 63.13±0.24 26.33±0.22 41.50±0.16 10.92±0.15 27.91±0.40 7.19±0.15 74.99±0.16 20.65±0.18

and Hits@100, respectively. Compared to these competitive baselines, our MetaCas model achieves superior prediction accuracy, 
due to its adaptive cascade-specific meta-knowledge learning. Specifically, our approach employs two meta-knowledge learners that 
effectively capture cascade-related social dependencies and temporal ifluences, enabling the generation of cascade-specific meta

knowledge. Additionally, the learned meta-knowledge is utilized to adaptively adjust the model parameters of topological-temporal 
modules (i.e., Meta-GAT and Meta-LSTM), which not only extract rich information of user preferences from historical interactions, but 
also incorporate valuable cascade semantic knowledge, enhancing information diffusion prediction. Inversely, other baselines only 
capture limited contextual information from social networks and user re-sharing behaviors via the topological-temporal modeling. 
Meanwhile, these results show explicit benfits of learning topological-temporal meta-knowledge for information diffusion prediction.

(O2): Diffusion path-based methods (e.g., Topo-LSTM, DeepDiffuse and NDM) that only models user activation correlations within an 
independent cascade, perform markedly worse than their counterparts. It is because they simply learn user representations following 
the sequential assumption and ignore user social relationships.

(O3): In terms of IC-based models, we have observed relatively small gaps between IC-based models (i.e., Emb-IC and Inf2vec) 
and social network-based methods. In certain cases, IC-based models have even outperformed diffusion path-based methods and 
certain social network-based models, implying that deep learning models are not always better than IC-based methods. However, 
it is noteworthy that TUIC performs significantly worse compared to its counterparts. These findings suggest that the incorporation 
of graph embedding-based methods into independent cascade models (i.e., Emb-IC and Inf2vec) enhances the modeling capability 
compared to the conventional independent cascade methods (i.e., TUIC). Nonetheless, our MetaCas still outperforms IC-based models 
by a considerable margin. We attribute the performance dficiency to the inherent incapability of above baselines in effectively 
modeling comprehensive cascade contextual information (i.e., user-related and cascade-related meta-knowledge).

(O4): For models that jointly learn social topology derived from social network and temporal correlations of the diffusion behaviors 
among users (e.g., SNIDSA, FOREST, and Inf-VAE), they generally perform better than cascade-based models. This result indicates that 
the rich information implied by social structures can indeed help the task of information diffusion prediction. DyHGCN and MS-HGAT, 
on the contrary, consider the complex diffusion behaviors and user dynamic preference from a dynamic graph perspective, achieving 
better performance than other baselines. However, they still fall short of learning spatio-temporal correlations, cascade attributes, 
dynamic cascade hidden states, and the heterogeneity between cascades. MetaCas closes these gaps by utilizing two meta-knowledge 
learners (SMK-Unit and DMK-Unit) to learn adaptive user embeddings and expressive cascade representations.

5.6. Ablation study and parameter analysis

To investigate the contributions of different components and cascade attributes in MetaCas, we conduct ablation studies by ex

amining the performance change after removing components in MetaCas. We design seven variants of MetaCas, they are:

• w/o Meta-GAT: without user social dependencies, i.e., we remove the Meta-GAT module in MetaCas and only employ the user 
embeddings looked up from 𝐔 instead of 𝐔̃.

• w/o Meta-LSTM: contrary to w/o Meta-GAT, this variant removes the Meta-LSTM module and directly uses 𝐔̃ to predict the next 
activated users.

• vanilla GAT: we use a standard graph attention network (GAT) to replace the Meta-GAT module for modeling user social 
dependencies.

• vanilla LSTM: we use a vanilla LSTM model to replace the Meta-LSTM for modeling the time-varying diversities of activated 
users in cascade.



Information Sciences 707 (2025) 122034

15

Z. Cheng, J. Zhang, X. Xu et al. 

Fig. 5. Meta-knowledge learner evaluation on Twitter and Android datasets measured by Hits@100. The colors denote Hits@100 improvement gain or loss (%) 
compared to the base model (i.e., GAT-LSTM, the mid cell).

• DeepWalk: We introduce a variant model that leverages the graph embedding -- DeepWalk [28] -- as a substitute for the node2vec 
module in the process of learning social structural representations.

• LINE: In the process of learning social structural representations, we design a variant model that utilizes the graph embedding 
method, i.e., LINE [43], to replace the node2vec module.

• SMF: We construct a variant that utilizes the sparse matrix factorization [29] as a replacement for the node2vec method.

• LT-Encoder: Inspired by the baseline NDM, we propose a variant model that utilizes a linear layer to transform the timestamps 
into a low-dimensional vector representation.

• PT-Encoder: This variant utilizes the position embedding to model the temporal information.

• w/o social structural representation (SSR): this variant removes the user embeddings 𝐮 that previously as part of the input of 
Meta-GAT and Meta-LSTM.

• w/o user preference representation (UPR): this variant removes the user preference 𝐱𝑢 that previously as part of the input of 
Meta-GAT and Meta-LSTM.

• w/o diffusion time representation (DTR): this variant removes the temporal embedding Ψ(𝑡) that previously as part of the 
input of Meta-LSTM.

5.6.1. Ablation study

The ablation results are shown in Table 7, where we compare the performance of MetaCas with seven variant models on Twitter 
and Android datasets. The results align with our expectation that all modules in MetaCas contribute to the information diffusion 
prediction performance in terms of Hits@100 and MAP@100. Specifically, we have the following findings:

(1): Compared to variants that remove Meta-GAT or Meta-LSTM, we can see that removing one of the cascade attribute representations 
(w/o SSR/UPR/DTR) would not severely decrease the prediction performance. This property of MetaCas is especially useful when 
we lack specific content in practical situations due to privacy policies.

(2): There are significant performance degradations when we remove Meta-GAT or Meta-LSTM modules. In particular, Meta-LSTM is 
more effective than Meta-GAT. This is attributed to the fact that Meta-GAT primarily models user social correlations from the social 
network, while Meta-LSTM focuses on the learning of cascade temporal dependencies through user retweet sequences. The social 
network typically rflects the global relationships among users but does not incorporate the actual process of information diffusion. 
User retweet sequences exhibit real local retweet correlations among users, which may not be captured in the social network alone. 
Furthermore, the inputs of Meta-LSTM both have user structural and preference embeddings 𝐮 and 𝐱. Thus, the Meta-LSTM does 
learn user structures and preferences to some extent, resulting in significant prediction results compared to Meta-GAT. Nevertheless, 
removing Meta-GAT still causes noticeable performance degradation. This verfies the effectiveness of Meta-GAT which can learn 
diverse user social interdependencies and enhance the learned user embeddings 𝐔̃.

(3): During the process of learning social structural representations, we design various variant models to analyze the impact of different 
unsupervised graph embedding techniques, such as DeepWalk, LINE and sparse matrix factorization, on the model performance. In 
Table 7, we find that the prediction performance experiences a slight decrease when the node2vec method is replaced. This finding 
suggests that our MetaCas model can be readily substituted with other unsupervised graph embedding techniques. Moreover, it 
validates the scalability of our MetaCas method.

(4): In the process of capturing diffusion time representation, we construct multiple variant models to investigate the ifluence of 
different time encoding methods, such as LT-Encoder and PT-Encoder, on the performance of the models. We observe that using other 
temporal encoding methods leads to decrease the prediction performance. This result indicates the effectiveness of our T-encoder 
design for the continuous time encoding.
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Fig. 6. Hyperparameter sensitivity of MetaCas on four datasets. We run each model five times and report the mean and standard deviation of Hits@100. 

Fig. 7. E˙iciency analysis on the Twitter and Meme datasets. The batch size is configured as 64. 

(5): When we simply use the vanilla versions of GAT or LSTM, the performances of MetaCas are significantly decreased. This per

formance discrepancy indicates that our designed two meta-knowledge learners (SMK-Unit and DMK-Unit) can generate efficacious 
model weights for the two topological/temporal learning nets (adaptive GAT and LSTM).

5.6.2. Meta-knowledge learners

To further verify the effectiveness of Meta-GAT and Meta-LSTM, we show performance gain or loss in terms of Hits@100 when we 
use different combinations of learners on Twitter and Android datasets in Fig. 5. The reference model consists of a vanilla GAT and 
a vanilla LSTM (i.e., the mid cell). We can observe that our designed meta-knowledge learners are superior to the vanilla modules in 
all combinations. Specifically, combining Meta-GAT and Meta-LSTM achieves the highest Hits@100 on both datasets, demonstrating 
that our motivations are practical for learning the diverse user social dependencies and complex temporal ifluences in the process 
of information diffusion.

5.6.3. Hyperparameter sensitivity

We now investigate the impacts of three important hyperparameters -- dimensions of user embedding 𝐔, meta knowledge vectors 
𝐯 and 𝐝 from {16,32,64,128,256} -- in Fig. 6. Regarding the dimension of user embedding 𝐔, we made the following observations: 
Initially, on the all datasets, the model performance of MetaCas increases as the dimension increases up to 64. However, on the Memes 
and Douban datasets, the rate of improvement gradually decreases thereafter. In contrast, on the Twitter and Android datasets, the 
model performance starts to slightly decrease as the dimension increases beyond 64. To ensure a balance between model efficiency 
and performance across all datasets, we identify that a dimension of 64 for 𝐔 is appropriate. As can be seen from the results, the 
appropriate dimensions for 𝐯 and 𝐝 are 128 and 64, respectively. The performance of MetaCas first increases as the dimension of 
meta-knowledge learner increases and then starts decreasing when the dimension is too large. Specifically, MetaCas employs cascade

specific meta-knowledge to effectively adjust model parameters of topological-temporal modules. The structural meta-knowledge 
vector 𝐯 is used to adapt the process of user social dependency in the Meta-GAT. Similarly, the meta-knowledge vectors 𝐝 focuses 
on incorporating temporal ifluence information in the Meta-LSTM. Meta-LSTM effectively captures the temporal ifluence, which is 
crucial for rflecting the dynamic nature of the actual information diffusion process. Conversely, the modeling of social dependencies 
serves the purpose of providing auxiliary signals to enhance prediction. Notable, the dimension of user representation is set to 64 
in MetaCas. Therefore, the dimension of the meta-knowledge vector 𝐝 should not be excessively large to avoid interfering with the 
learning of primary tasks.
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Table 8
Model performance comparison on three datasets from different research areas. Higher values of 
Hits and MAP indicate better performance. We run each model on each dataset five times and 
report the mean and standard deviation. The best results are in bold font.

Model Twitter15 Weibo22 Christianity 
Metrics(@100) Hits MAP Hits MAP Hits MAP 
NDM 9.38±0.01 0.61±0.01 5.96±0.10 3.11±0.03 45.86±0.25 7.86±0.13

FOREST 18.76±0.22 3.41±0.10 16.62±1.35 8.63±0.30 60.56±0.15 14.49±0.12

DyHGCN 20.64±0.08 4.93±0.04 31.83±0.57 8.27±0.07 60.47±0.11 14.32±0.13

MS-HGAT 23.54±0.05 5.83±0.04 39.52±0.15 7.26±0.16 57.03±0.14 18.36±0.13

MetaCas 27.49±0.01 6.11±0.01 56.06±0.04 8.71±0.04 61.24±0.01 19.38±0.01

Fig. 8. Preference-aware homophily ratio distributions of social network on four real-world datasets, where ℎ(𝑖, 𝑗) is the edge-wise homophily ratio of user-user edge 
(𝑢𝑖, 𝑢𝑗 ), 𝑠 is the graph-wise homophily ratio of social network.

5.7. Model efficiency analysis

To evaluate the model computational complexity, we conduct an analysis comparing our proposed MetaCas with four competitive 
baselines (NDM, FOREST, DyHGCN, and MS-HGAT) on Twitter and Memes datasets. We included two important measures, i.e., the 
inference time cost and maximum GPU occupation. The complexity analyzing results are summarized in Fig. 7. The fixed batch size is 
set to 64 for all models. Specifically, we can see that MetaCas exhibits the shortest inference time in comparison to all baselines across 
two distinct datasets. This advantage can be explained by the fact that MetaCas employs a simple and efficient combination of GAT and 
LSTM networks through local meta-knowledge injection. In contrast, baselines design complex social graph learning structure (e.g., 
dynamic graph and sequential hypergraph) and temporal dependency modeling architectures (e.g., transformer-based mechanisms), 
resulting in significant inference time overhead. Furthermore, all baselines typically exhibit higher space requirements compared to 
MetaCas, except for DyHGCN and FOREST on the Meme dataset. This indicates that the high efficiency exhibited by FOREST and 
DyHGCN is limited to scenarios where cascade lengths are short (e.g., the Meme dataset). Hence, it is evident that MetaCas achieves 
a balance between model performance and efficiency -- relatively smaller GPU memory occupation and inference time, but higher 
prediction performance. This achievement can be attributed to the effectiveness of our cascade-related meta-knowledge learner design.

5.8. Case study

Model Generalizability. To better analyze our model’s generalizability under situations of diverse information diffusion patterns, 
we conduct additional experiments on three new datasets: Twitter15 [44], Weibo221 and Christianity [39]. The Twitter15 dataset is 
obtained from the Twitter/X platform and is often used in the field of misinformation diffusion. Weibo22 dataset is obtained from 
the Weibo platform and is used for predicting social content popularity. The Christianity dataset is collected from the Christian

themed section of the Stack Exchange website, which is commonly utilized for the task of information diffusion prediction. We 
compare MetaCas with four strong baselines (NDM, FOREST, DyHGCN, and MS-HGAT) on these new datasets. The experimental 
results are shown in Table 8. Notably, MetaCas outperforms all baselines on three datasets in terms of both Hits and MAP. This 
observation signfies the generalizability of MetaCas cross various social platforms and diffusion patterns. The improved performance 
can be attributed to the design of extracting cascade-specific meta-knowledge, which enables the adaptive adjustment of key model 
parameters in MetaCas for effectively capturing diverse user temporal dependencies during the information diffusion process.

Homophily Analysis. To analyze the affect of social homophily on the model performance, we conduct an experiment to evaluate 
the user preferences inherent in the social graph. Specifically, we calculate the preference-aware homophily ratios (see definitions 
in Section 2) across four real-world cascade datasets. As shown in Fig. 8, our observations reveal that the distributions of edge-wise 

1 http://data.sklccc.com/2022/.

http://data.sklccc.com/2022/
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Fig. 9. A case study of information diffusion prediction, showing the first 15 activated users in the underlying information cascade from Twitter dataset (numbers 
in the boxes are user IDs). For each current user, we use MetaCas, FOREST [6] and MS-HGAT [17] to predict the top ten users with highest activation likelihoods. 
Correct predictions are marked with red background. If the predicted user is one of the 15 activated users, we mark it with light red background.

homophily ratios in these datasets approximately follow the power-law distribution. Moreover, the majority of user-user edges exhibit 
edge-wise homophily ratios that are in close proximity to 0. In addition, we calculate the graph-wise homophily ratio 𝑠 for each 
dataset. We find that users connected in the social graph exhibit diverse preferences and the social network is low homophilic (ratios 
around 𝑠 = 0.1 or smaller). These observations verify our motivation of modeling diverse user social dependency. Moreover, 
our MetaCas model achieves average improvements of 10.89%, 5.60%, 4.71%, and 5.32% over the most competitive baseline on 
the Twitter, Douban, Android, and Memes datasets, respectively. This indicates that our MetaCas model exhibits strong scalability 
when dealing with social graphs characterized by a low homophily rate. We attribute this to the fact that MetaCas, equipped with a 
structure meta-knowledge learner, is capable of capturing user preferences to compensate for the limitations of social networks with 
low homophily.

Prediction Visualization. To provide further insight into the behavior of MetaCas, we provide a visualization of a case study showing 
a specific Twitter tweet with 15 activated users in Fig. 9. For each current user, we use MetaCas, FOREST [6] and MS-HGAT [17] 
to predict the top ten users with the highest activation likelihoods. Similar to MetaCas, FOREST learns social graph information via 
a structural context extraction module and utilizes gated recurrent unit for user sequential modeling. MS-HGAT is a competitive 
baseline for information diffusion prediction by utilizing sequential hypergraphs. As Fig. 9 shows, MetaCas successfully predicted 8 
out of 15 activated users, while FOREST and MS-HGAT only has 2 and 4 correct predictions, respectively. In addition, if the predicted 
user belongs to one of the remaining activated users, we mark it with light red background. We can see that MetaCas predicts 17 
times the users that finally got activated in the cascade, while FOREST and MS-HGAT only predicts 3 and 6 times, respectively. This 
experiment suggests that MetaCas can predict considerably more potential users in advance, which is benficial for online social 
recommendation systems. Overall, these results further demonstrate the superiority of MetaCas for learning topological-temporal 
correlations (e.g., user social dependencies and preferences) over its counterparts.

6. Conclusion

We took a first step toward exploiting topological-temporal meta-knowledge from information cascades and presented MetaCas, a 
novel diffusion prediction framework to model the correlations in diverse social dependencies and user preferences along the temporal 
evolution. We constructed two types of meta-knowledge learners -- SMK-Unit and DMK-Unit -- which build an adaptive correlation 
between cascades and cascade attributes and transfer the learned knowledge to downstream Meta-GAT and Meta-LSTM modules via 
dynamic parameter generation. We evaluated MetaCas over four real-world information diffusion datasets and compared it with state

of-the-art baselines, and our experiments demonstrated a very competitive performance and showed that meta-knowledge learning 
is benficial for predicting the information diffusion between users. As for future work, several aspects of our model warrant further 
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investigations, e.g., incorporating meta-gradient methods to develop a generalized meta-knowledge learning model for different 
information cascade prediction tasks.
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