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Motivation

Existing: Existing approaches treat user-generated content 

(UGC) prediction as an isolated process, overlooking 

interconnected nature of UGCs.

Direction: Using retrieval-augmented technique to enhance 

UGC contextual learning is a promising direction. 

However: (1) A simple retrieval strategy that relies solely on 

semantic similarities cannot fully reflect the contextual 

information of complex social UGCs. (2) Not all retrieved 

UGCs may be truly relevant to the query UGCs, inevitably 

introducing noises.

Solution

Retrieval Knowledge Augmentation: We choose to retrieve 

relevant UGCs to enhance the contextual information for the 

query UGC for multimodal social media popularity prediction.

Meta Retriever: We not only consider multimodal UGC 

semantics, but also social contexts of UGCs by 

incorporating diverse metadata.

Selective Refiner: We design a new measure, termed Relative 

Retrieval Contributions to Prediction (RRCP), to quantifies 

the gains in prediction of the retrieved UGCs.

VL-GNNs: To effectively aggregate the retrieved knowledge, we 

introduce a vision-language graph neural networks module, 

coupled with an RRCP-Attention-based prediction network.

Proposed Method: SKAPP

(a) Meta Retriever: constructs query by integrating UGC content semantics with metadata information. 

(b) Selective Refiner: employs a new relative retrieval contribution to prediction (RRCP) measure, 

which is inspired by the  conditional cross-mutual information, to select UGCs that have positive 

gains in prediction, filtering out irrelevant and noisy UGCs.

(c) Prediction Network: leverages vision-language graph neural networks to aggregate contextual 

knowledge from selected UGCs with an RRCP-Attention-based module for accurate prediction.

Main Results on Three Social UGC Datasets
Significant Performance Improvements: Combining the meta retriever, selective refiner, and VL-GNN-based 

prediction module, our proposed SKAPP surpasses the baselines by a large margin. 
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💡Key Findings
I. We Need Diverse UGC Similarities: complex 

social UGCs cannot be compared solely by 

semantic similarities.

II. Quality Over Quantity: Retrieving quality UGCs 

is more important than retrieving more 

(potentially noisy) UGCs.

III. Effective Aggregation: After retrieving and 

selecting UGCs for augmentation, effectively 

aggregating UGCs furthers boosts performance. 

✨ Future Work
I. Define UGC Similarities: What types of UGC 

contexts is more useful for prediction? We may 

need further investigations & new definitions. 

II. New Ways to Select UGCs: Can we design a 

new lightweight but powerful selection algorithm?

III. Improve Efficiency: Dynamically determine the 

# of retrieved UGCs for each target. 

IV. End to End: Running and improving the retrieval 

algorithm during model training.


